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Part I

Analysis and Design of MAC

Protools



Chapter 1

Introdution

State of the art wireless ommuniation standards like IEEE 802.11 Wireless LAN and Bluetooth

provide ontinuously higher data rates. Current researh often aims at ahieving higher transmission

rates at the physial layer by means of e.g. MIMO tehnology. However, wireless ommuniation

protools still onsumes a portion of the hannel apaity to ensure reliable links and avoid interferene

from and to other nodes. This is done by Medium Aess Control (MAC) protools at the link layer

(also known as the MAC layer).

In the ase of IEEE 802.11, the MAC protool features inter frame spaes, bako� windows, aknowl-

edgements and reservation of the medium using Request To Send (RTS)/Clear To Send (CTS) pakets.

These mehanisms known as Carrier Sense Multiple Aess with Collision Avoidane (CSMA/CA),

introdues a signi�ant amount of overhead, and in the ase of high load in the network, the ontention

for the medium will result in an inreased amount of paket ollisions. To ahieve general information

about IEEE 802.11 tehnology, the interested reader is referred to [Ass07℄.

The atual data rate of a wireless link ould be inreased without inreasing the physial data rate

if more e�ient wireless MAC shemes were developed, i.e. minimization of ontention. One way to

optimize a MAC protool in a wireless network is to let the nodes transmit multiple pakets when the

RTS/CTS handshake is suessful. This way less time is spent on the hannel for ontention among

the nodes. Another and possibly better approah, whih is explained in this thesis, would be to let the

nodes ooperate, e.g. by forming ooperative lusters. The nodes may then aggregate their pakets

and save multiple �ghts for the hannel [AJG03℄.

A ooperative MAC protool does only make sense in a senario with many nodes in range of eah

other and high load in the network. Otherwise it is assumed the ommonly used individual CSMA/CA

sheme performs su�iently well.

This projet will investigate urrent work in the �eld of MAC protools for CSMA/CA based systems,

and analyze di�erent approahes to inrease performane in wireless networks at the link layer. The

aim will be to implement both the basi CSMA/CA, Paket Aggregation and a ooperative MAC pro-
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tool, and evaluate the performane of these in a real life senario. The protools will be implemented

on the OpenSensor [FFG09℄ platform developed by Aalborg University. A desription an be found

in Setion 3.1.

However urrent work in the �eld of wireless MAC protools must be investigated with regard to

di�erent performane metris, in order to show how the individual MAC protools performs and how

they an be improved. In the following setions, di�erent state of the art MAC shemes will be

desribed, namely the basi CSMA/CA, Paket Aggregation and the ooperative approah One4All.

Both advantages and disadvantages will be outlined for all three protools.

1.1 Basi CSMA/CA

In a wireless network where only one or few hannels are available, the nodes must ommuniate

through this shared medium in a fair fashion. This is typially done by using Carrier Sense Multiple

Aess (CSMA) protools where nodes listens to a desired frequeny before transmitting anything.

If a arrier is deteted on the frequeny, the node will postpone the transmission. If the medium

is idle the node is allowed to begin transmitting. In most ases arrier sensing an avoid ollisions

of data pakets, but it an still happen that two nodes sensing the medium idle deides to transmit

simultaneously. In order to minimize these types of ollisions, a bako� period an be applied to avoid

multiple transmissions immediately after a busy medium.

In IEEE 802.11 a node will defer its transmission when the medium is idle for an additional �xed

period of time alled Distributed Inter-Frame Spae (DIFS). After this period it will pik a random

number to initialize the bako� timer for additional random bako�. This number is alulated as:

Backoff time = int(CW ∗ random()) ∗ Slot time (1.1)

where,

• CW is alulated as CW = 2iW . Here i is the bako� stage ad W is the minimum Contention

Window (CW). The maximum CW is CWmax = 2mW where the value m is the last bako� stage

a devie an be in.

• random() is a pseudo-random number between 0 and 1.

• Slot time is air propagation time, Rx-Tx turnaround time et. [HSC97℄.

At the �rst unsuessful transmission CW will be inremented from 20W = W to 21W = 2W , the

bako� period will be alulated and the node will wait another yle of arrier sensing, DIFS and

bako� period before trying to transmit again. If a transmission is deteted within the bako� period,

the bako� timer will freeze and the value of the timer will be used as bako� period in the next yle.
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When the bako� timer reahes zero and the medium is idle, the node will start transmitting and wait

for the reeiver to reply with an Aknowledgement (ACK) frame. If the transmission is suessful, the

reeiver will send the ACK after a Short Inter-Frame Spae (SIFS) whih is smaller than the DIFS.

No arrier sensing is applied before transmitting the ACK [HSC97℄.

In ase of onseutive unsuessful transmissions, i.e. either payload or ACK is lost, the value CW

will be inremented leading to larger bako� values for retransmissions. This should make the network

more salable in ase of many nodes in range of the reeiver.

A diagram of this sheme alled the Distributed Coordination Funtion (DCF) an be seen in Figure

1.1. This introdues a fair division of the hannel apaity among the nodes. The Inter-Frame Spae

(IFS) named Point Inter-Frame Spae (PIFS) is related to the Point Coordination Funtion (PCF)

whih is used in ase of a network oordinated by an Aess Point (AP). In this projet the network

is not oordinated by the AP and the PCF will not be onsidered further.

Figure 1.1: The IEEE 802.11 DCF [Ass07℄

Even though arrier sensing is applied and nodes wait a random time before transmitting, a ollisions

an still our at the reeiver if two transmitters are plaed on either side of the reeiver, out of

range of eah other. This is known as the hidden terminal problem illustrated in Figure 1.2. To solve

the problem, virtual arrier sensing is introdued. In this sheme, short RTS and CTS pakets are

exhanged between sender and reeiver to reserve the medium and let the neighboring nodes know

that a transmission is in progress.
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Figure 1.2: The hidden terminal problem Figure 1.3: The exposed terminal problem

When a node senses an idle medium and is allowed to transmit, it will send a RTS paket to the

reeiver. Beause of the broadast nature of a wireless hannel all nodes in range of the transmitter

will overhear the paket and defer their transmissions for a time period spei�ed in the RTS paket.

If the reeiver also hear the RTS paket it will immediately respond with a CTS paket allowing the

transmitter to send its data. This way neighbors of the reeiver will overhear the CTS paket and

defer their transmissions. In the end, the reeiving node will reply with an ACK to verify a orret

transmission.

This is known as ollision avoidane and used along with arrier sensing it beomes CSMA/CA

RTS/CTS pakets an also simplify the exposed terminal problem illustrated in Figure 1.3. Sine

node C is exposed to B's transmission to A, it will defer its transmission to D even though the two

pakets would not have ollided at any of the reeivers A and D. By using RTS/CTS node C will only

hear the RTS from B and not the CTS from A. Thus it an be onluded that the reeiver A is out

of the range of C or that the RTS was lost. In either ase node C is allowed to start ontending for

the medium.

Advantages of Basi CSMA/CA

• Small probability of ollisions in the network beause the medium is reserved during transmission

• High probability of getting aess to the medium in a senario with few nodes

Disadvantages of Basi CSMA/CA

• In a network with many nodes and high network load, the sheme might not perform well sine the

probability of getting aess to the medium is low

1.2 Paket Aggregation

This setion is based on [AJG03℄ and [KKH℄.
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In wireless LAN IEEE 802.11, muh of the bandwidth is used to transmit overhead tra� both on

the physial and the MAC layer whih is not good for the overall throughput of the wireless system.

One solution to lower the amount of overhead in the wireless system is to use Paket Aggregation.

This means that instead of transmitting just one paket when the hannel is idle, more pakets are

onatenated into one larger paket. Now, only the overhead for one paket is needed in order to

transmit the paket whih will be split at the reeiver. An example of a transmission of 3 pakets

with and without Paket Aggregation an be seen in Figure 1.4.

Figure 1.4: Pakets transmitted without A) and with Paket Aggregation B).

Pakets an be aggregated in several ways e.g. by removing physial and MAC header from eah

paket and aggregate the pakets to one large paket, or by transmitting several pakets in a row.

The same pakets an, if Paket Aggregation is used, be transmitted in less time if it is assumed that

all pakets are ready in the transmission bu�er before aggregation. This is also shown in Figure 1.4.

This Paket Aggregation sheme performs best in a senario where there is little interferene on the

wireless medium. The reason for this is that the time spent to transmit the aggregated paket is larger

than the non-aggregated, whih makes the transmission more vulnerable to ollisions. If ollisions

our the whole aggregated paket must be retransmitted and the bene�t of paket aggregation may

be lost. This problem an be solved by introduing blok ACK, whih ontains an ACK �ag for eah

aggregated paket. In this way it an be determined whih pakets were reeived and whih were lost.

Advantages of Paket Aggregation

• More throughput in the wireless system beause more transmission time is spent on data and less

on overhead

• Good in senarios with little interferene (small bit error probability) beause pakets are less likely

to ollide in suh a senario
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• Paket aggregation is suitable for senarios with high network load beause pakets are queued at

eah node

Disadvantages of Paket Aggregation

• Pakets must be ready before aggregation, whih makes aggregation less useful in a senario with

little network load.

• Beause pakets must be ready before aggregation, the Paket Aggregation sheme will lead to bad

performane in delay ritial appliations e.g. VOIP servies.

• The method of aggregation is not good in senarios with lot of interferene (large BEP) due to

higher risk of olliding transmissions beause the aggregated pakets takes longer to transmit than

normal pakets.

• The average delay for a devie to aess the hannel inreases with the number of aggregated pakets.

1.3 One4All

The One4All strategy propose a ooperative hannel aess strategy, where wireless devies ooperate

in a luster to aess a ommon entral AP, see Figure 1.5. Motivation for this proposed strategy is

to redue the ontention period for aessing the AP. By removing ontention within a luster, data

ollision whih otherwise may our aused from ontentions an be fully avoided.

A c c e s s  P o i n t

C l u s t e r  1
C l u s t e r  2

Figure 1.5: Two ooperative lusters ontending to get the hannel aess to the entral AP.

Devies using the One4All strategy are assumed to have two air interfaes:

• Long-range: For aessing the hannel to the AP.
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• Short-range: Is used to form and maintain a ooperative luster. This link is also used for signaling

within the luster.

In this strategy the devies forms a ooperative luster using the short range interfae. The size of

the luster is determined by the range of the short-range link.

After forming the luster a Cluster Head (CH) is hosen, the CH reeives any available data pending

to be send to the AP within the luster by using the Paket Aggregation strategy desribed earlier.

The pending data are olleted via the short-range link by e.g. signaling the other devies in the

luster in a token ring approah. The hosen CH then ompetes with other CHs in the network to

aess the AP via the long-range link. When a link to the AP is established the aggregated pakets

will be sent and after a suessful transmission the CH will respond to its own luster with an ACK.

This an be seen in Figure 1.6 A). In this example, only the CH is establishing onnetions to the

Gateway (GW).

Another more distributed approah is that the CH reserves the network aess to the AP via the

long-range link indiating how many devies have requested the token. Eah devie then holds the

token in the reserved hannel aess time. I.e. the pending message will not be aggregated by the CH

but instead eah devie will send its own message when it has the token via the long-range link. On

a suessful transmission the CH will pass the token to another devie within the luster by signaling

via the short-range link. This approah an be seen in Figure 1.6 B).

Finally these two approahes an be ombined. The ombination is relevant in senarios where some

devie may deline the aggregation request from the urrent CH and may wish to send its paket

diretly to the AP. The ombined approah an be seen in Figure 1.6 C). [QZ07℄
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Figure 1.6: Pakets transmission in three di�erent ooperative approahes where A) is using Paket Ag-
gregation in the luster. B) where eah devie in the luster gets the hannel. In C) a ombination of A)
and B) is used.

Advantages of One4All

• Paket ollisions are redued due to less ontending devies.

• Devies in a ooperative luster an aess the hannel without any ontention.

• Less overhead.

Disadvantages of One4All

• Single point of failure may our at the CH.

• The overhead of luster formation is unknown at this point.
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• Nodes must have two air interfaes.

1.4 Problem Statement

In this hapter three di�erent state of the art MAC shemes for wireless ommuniation have been

desribed with advantages and disadvantages.

Basi CSMA/CA is using the RTS/CTS mehanism to avoid ollisions while transmitting data pakets.

In this sheme eah devie on the network ompetes with other devies to aess the hannel, whih

results in little throughput due to overhead. The Paket Aggregation sheme is transmitting more

pakets when the medium is obtained, this results in greater throughput as well as larger hannel

aess delay due to larger transmission times. The One4All sheme is using a ooperative approah

where lusters are formed and only the CH of eah luster ontends for the medium whih an result

in higher throughput, less overhead and lower energy onsumption on the individual devies.

However the One4All sheme does not apply for diret implementation in this projet sine the

OpenSensor hardware platform desribed in Setion 3.1 only features one RF interfae. Further-

more it is deided to fous on protool types that applies to devies running IEEE 802.11 whih

typially only have one RF interfae. The mehanisms of One4All will therefore be used as inspiration

for developing a new Cooperative MAC protool utilizing one RF interfae. This protool will be

referred to as Cooperative MAC from here on.

The goals of this projet are the following:

1. Analyze basi CSMA/CA, Paket Aggregation and Cooperative MAC with regards to the perfor-

mane metris:

• Saturated throughput

• Channel aess delay

• Energy onsumption

2. Design and implement all three protools using the OpenSensor as platform.

3. Measure the performane of the implementation and ompare the results to the analytial.

The three goals will provide the basis to answer the following question:

Can a Cooperative MAC protool improve performane at the link layer?



Chapter 2

Performane Analysis

In this hapter, the mathematial de�nitions of the analysis of the three protools will be desribed.

Namely for: CSMA/CA, Paket Aggregation and Cooperative MAC. The following papers are used

as referene on the following hapter [Bia98℄, [QZ07℄ and [EZ00℄.

The objetive is to analyze the performane of the three protools with respet to saturated through-

put, hannel aess delay and energy onsumption. The purpose of this hapter is to show the

di�erenes in performane of the three methods and to determine the impat on throughput, delay

and energy.

Finally the analytial results from CSMA/CA, Paket Aggregation and Cooperative MAC, will be

implemented and plotted in MATLAB. This is done to give a graphial understanding of these models

and to show the di�erenes in performane. These results will later be ompared to the implemented

system on the OpenSensor platform.

The topology of the network in all ases is a star, where n nodes are plaed around and in range of a

GW or AP. All nodes has an in�nite amount of pakets they want to relay to the GW. Furthermore,

all nodes are in range of eah other to eliminate potential problems or degradation of performane due

to the hidden and exposed terminal problem. The links from node to GW is a one way link, i.e. the

�ow of payload pakets is from node to GW. Control pakets like ACK are only allowed from GW to

node. The senario with nodes and GW is shown in Figure 2.1.
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Figure 2.1: The topology of the analyzed networks. All nodes are in range of eah other and the GW.

2.1 CSMA/CA Performane Analysis

In this setion a performane analysis of CSMA/CA with RTS/CTS and ACK is desribed. In order

to analyze the performane of the protool, some assumptions have been made. These assumptions

are that the network must onsist of n ontending devies and eah devie has a new paket ready

immediately after a suessful transmission. Furthermore it is assumed that the propagation delay is

equal to zero for simpliity and that the analysis parameters will speify low bit rate as well as large

slot and inter frame spae times. These parameters and the fat that the protools should operate in an

environment where the devies are plaed lose together leads to propagation delay being negletable.

All these assumptions also holds for the protools Paket Aggregation and Cooperative MAC whih

will be analyzed later. Based on these assumptions the three performane metris will be investigated.

2.1.1 Throughput Analysis

Throughput is de�ned as:

"The ratio between the average time for a suessful transmission in an interval and the average length

between two onseutive transmissions." [EZ00℄

As desribed in [Bia98℄ to alulate the throughput of CSMA/CA it is assumed that eah transmission

is a renewal proess for both suessful and non-suessful transmissions, thus it is possible to al-

ulate the saturated throughput for CSMA/CA in a single renewal interval between two onseutive

transmissions.

The saturated throughput is de�ned as:

"The limit reahed by the system throughput as the o�ered load inreases." [Bia98℄

This orresponds to the assumption that all devies have a paket ready for transmission immediately

after the previous paket is sent. The system throughput is then:
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S =
E[time used for successful transmission in an interval]

E[length between two consecutive transmissions]

=
PsE[P ]

E[Ψ] + PsTs + (1 − Ps)Tc

(2.1)

where,

• E[P ] is the average payload length whih is assumed to be �xed, thus E[P ] = P

• Ts is the average time spent on the hannel with a suessful transmission

• Tc is the average time spent on the hannel by stations that ollide

• Ps is the probability for suessful transmission

• E[Ψ] is the mean value of Ψ whih indiates how many onseutive idle slots ours before trans-

mission

Ts and Tc are de�ned as:

Ts = RTS + SIFS + CTS + SIFS + HEADER +

+PAY LOAD + SIFS + ACK + DIFS (2.2)

Tc = RTS + DIFS (2.3)

where, RTS, CTS et. is the time to transmit the orresponding bit sequene and HEADER =

PHYhdr + MAChdr is the total time for the frame header.

When only one station among n stations has transmitted during a slot time, the transmission is

assumed to be suessful. This is de�ned by Ps:

Ps =
nτ(1 − τ)n−1

Pb

=
nτ(1 − τ)n−1

1 − (1 − τ)n
(2.4)

Where the probability τ is de�ned as the probability for a station to transmit during a slot time, see

Figure 2.2, and the probability Pb is the probability of having at least one transmission in a slot time.
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Figure 2.2: The IEEE 802.11 DCF. In this example Station A defers its transmission for 5 time slots
before it detets the transmission of Station B and freezes the bako� timer. After the transmission of
Station B, Station A waits the remaining 4 time slots before starting its transmission.

The mean value E[Ψ] is given as:

E[Ψ] =
1

Pb

− 1 =
1

1 − (1 − τ)n
(2.5)

By inserting Equation (2.2), (2.3), (2.4) and (2.5) in (2.1) the saturated throughput of the CSMA/CA

with RTS/CTS an be alulated. The numerial results an be seen in Setion 2.4.

2.1.2 Delay Analysis

Channel aess delay is de�ned as:

"The time it takes when a frame is generated and ready for transmission until the medium an be

aessed meaning that the devie an start to transmit the frame." [EZ00℄

From the moment where the frame is ready the devie must ontend with other devies and bako�

and retry if there is ollision or the medium is busy. The mean of the hannel aess delay D an be

de�ned as:

E[D] = E[Nc](E[BD] + Tc + TO) + E[BD] (2.6)

where,

• E[Nc] is the average number of ollisions before the frame is transmitted and reeived suessfully.

This average number of ollisions an also be expressed as: E[Nc] = 1
Ps

− 1

• E[BD] is the average delay seleted by the bako� algorithm

• Tc is the average time spent on the hannel by stations that ollide. This is alulated just like

Equation (2.3)
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• TO is the time to wait when a ollision ours before sensing the medium again whih is given as:

TO = SIFS + CTS timeout

Equation (2.6) an be reasoned for as follows: A node ollide with other nodes Nc times before it will

transmit suessfully. The time spent on the ollision is the bako� delay (E[BD]), the time spent on

the ollision itself (Tc) and the timeout to identify the ollision (TO). After this the node must wait

another bako� delay before transmitting again.

E[BD] depends on the bako� ounter and the time this ounter freezes when other transmissions are

deteted. The value of the bako� timer and the time interval for it to reah state 0 an be desribed

by a random variable (X) whih average is given by

E[X] =
b0,0

6(1 − pb)

W 2(1 − p − 3p(4p)m) + 4p − 1

(1 − 4p)(1 − p)
(2.7)

The time the bako� ounter freezes an be desribed by a random variable F whih again depends

on whether the transmissions of the other devies were suessful. The average value of F (E[F ]) an

then be desribed by E[NFr], the average number of times the devie is deteting transmissions from

other devies before the bako� ounter is 0, times the time this freeze ours whih is depending on

the probability for the other devie to sueed transmission. This is given as:

E[F ] = E[NFr](PsTs + (1 − Ps)Tc) (2.8)

Where Ts is the average time spent on the hannel with a suessful transmission given in Equation

(2.2). E[NFr] is then based on the average bako� delay of eah devie (E[X]) and the number of

onseutive idle slots before a transmission takes plae (E[Ψ]):

E[NFr] =
E[X]

max(E[Ψ], 1)
− 1 (2.9)

Thus the average bako� delay an be derived from the equations as:

E[BD] = E[X] + E[F ] (2.10)

Thus it an be seen that the average bako� delay depends on the value of the bako� ounter, the

slot time and the duration of the freeze when a station detets another transmission. This is also

desribed in Setion 1.1. Equation (2.10) an then be inserted into Equation (2.6) The numerial

results an be seen in Setion 2.4.
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2.1.3 Energy Analysis

The energy onsumption is de�ned as:

"The average energy spend to transmit one paket suessfully." [QZ07℄

This means that only the energy onsumption on the nodes, and not on the AP, is taken into aount,

beause the AP is assumed having a stati power supply, while the nodes are typially battery powered.

Furthermore only the energy spent on the radio is onsidered.

To alulate the energy onsumption it must be de�ned when energy is spend in the system. The

energy onsumed depends on the di�erent ommuniation proesses in the protool and on how long

time eah proess is running. The four di�erent states where the protool an onsume energy are:

• Transmit state (power level Ptx)

• Reeive state (power level Prx)

• Listen state (power level Pli)

• Idle state (power level Pi)

In Figure 2.3 Node 1 is obtaining the medium and transmits its data. It an be seen that the node

hanges the power levels aording to the state of the radio. After the transmission period the nodes

will start to ontend for a random period and in this ase Node 2 won and transmits its data. Node

1 swithes to idle state as it knows that another node has obtained the medium for a period.

Figure 2.3: Two nodes are obtaining the medium sequentially and transmit their data aording to the
CSMA/CA protool. The orresponding power level for Node 1 is shown.

Based on the previous explanation and Figure 2.3 an equation for the average energy spend to transmit

one paket an be derived. The result is a sum of the energy onsumption during one ontention and

transmission period. The result an be seen in Equation (2.11)
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E[Energy] = PtxTtx + PrxTrx + PliTli + PiTi (2.11)

where,

• Ttx is the time spend on transmission

• Trx is the time spend on reeption

• Tli is the time spend on listening

• Ti is the time spend on idling

From Figure 2.3 it an be seen that the time for transmitting (Ttx) onsists of the time for suessful

transmission, i.e. RTS, Payload and the time to send RTSs that ollide during the ontention phase.

Then Ttx an be desribed by:

Ttx = Trts + Tpayload + E[Nc]Trts (2.12)

The time for reeiving onsists of the time for CTS and ACK in ase of suessful transmission and

the time for reeiving RTS and CTS from other nodes during the bako� period. This leads to the

following equation for Trx:

Trx = Tcts + Tack + (E[Nc] + 1)E[NFr](Ps(Trts + Tcts) + (1 − Ps)Trts) (2.13)

A node is in the listen state during a suessful transmission between transmission and reeption. Also

when it is in the bako� period it will be in the listening state in between transmissions as well as the

time after a RTS has ollided. These di�erent listening periods an be ombined to the equation for

Tli:

Tli = (3SIFS + DIFS) + (E[Nc] + 1)T bo
li + E[Nc]DIFS (2.14)

where T bo
li is the time spend listening during the bako� period. This time depends on the produt

between the average value of the bako� ounter (E[X]) and the slot time σ as well as the listening

when the bako� ounter freezes. This leads to:

T bo
li = E[X]σ + E[NFr](Ps(2SIFS + DIFS)(1 − Ps)DIFS) (2.15)
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It is assumed that a node an swith to the idle state when it overhears CTSs to other nodes and

adjusts its Network Alloation Vetor (NAV). Idle state is also used during the time after a ollision

of the RTS, until the hannel is sensed again. These two parts an be ombined to the equation for

Ti:

Ti = E[Nc]To + (E[Nc] + 1)E[NFr]PsTnav) (2.16)

where the time of NAV is equal to the time when anther node is transmitting payload until ACK is

reeived:

Tnav = Tpayload + SIFS + Tack (2.17)

The numeri results for energy onsumption of CSMA/CA an be seen in Setion 2.4.

2.2 Paket Aggregation Performane Analysis

In this setion the performane of Paket Aggregation is analyzed. The same assumptions and on-

ditions whih are onsidered in CSMA/CA is also valid for Paket Aggregation, hene the de�nition

for performane analysis for Paket Aggregation in this projet is given as:

Eah devie has Na pakets to send, and these pakets are sent as onatenated frames to the reeiver.

Furthermore it is assumed that there are always Na pakets available in the bu�er immediately after an

aggregated frame has been transmitted suessfully. Thus the saturated throughput an be obtained.

Due to the hardware limitation, desribed in Setion 3.1, it is assumed that eah devie transmits its

aggregated pakets separately. I.e. instead of transmitting the aggregated pakets as one paket with

one header, the pakets are transmitted separately with a header on eah one. This an be seen in

Figure 2.4.

Figure 2.4: Paket Aggregation sheme, where multiple pakets with header is transmitted when aess to
the medium is obtained.
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2.2.1 Throughput Analysis

The saturated throughput Sa for a system that uses Paket Aggregation is given as follows:

Sa =
PsNaE[P ]

E[Ψ] + PsT a
s + (1 − Ps)Tc

(2.18)

Where, Na, is the aggregated paket number, and T a
s , is the time needed to transmit an aggregated

frame. The transmission time T a
s is given as:

T a
s = RTS + SIFS + CTS + SIFS + HEADER

+NaPAY LOAD + SIFS + ACK + DIFS (2.19)

Notie the similarity with Equation (2.1). The numerial results an be seen in Setion 2.4.

2.2.2 Delay Analysis

The hannel aess delay in Paket Aggregation is modeled and alulated as in CSMA/CA exept for

one di�erene whih is desribed in this setion. As the ontention mehanism of Paket Aggregation

is exatly the same as in CSMA/CA, the time spent on a ollision in the hannel is also the same.

So is the TO (CTS timeout) and the average number of ollisions. The only parameter of Equation

(2.6) that is hanged in Paket Aggregation, is the average bako� delay E[BD]. This depends on the

average time spent on the hannel by a suessful transmission Ts as expressed in Equations (2.8) and

(2.10). Ts then depends on the number of aggregated payload pakets. In CSMA/CA this number

is just one, while Paket Aggregation an aggregate an arbitrary number of payload pakets. In this

ase Equation (2.2) hanged into Equation (2.19).

The numerial results an be seen in Setion 2.4.

2.2.3 Energy Analysis

The model for the energy onsumption of Paket Aggregation is similar to the model for CSMA/CA in

Setion 2.1.3. An example of the energy onsumption for Paket Aggregation an be seen in Figure 2.5,

where two nodes are ontending for the medium, Node 1 gets aess to the medium �rst and transmits

its aggregated pakets. After this Node 2 gets aess and transmits its pakets. The orresponding

power level of Node 1 during these periods are shown.
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Figure 2.5: Two nodes are transmitting pakets using the Paket Aggregation sheme. The orresponding
power level for Node 1 is shown.

The time spent on ollisions is the same as for CSMA/CA sine the same ontention mehanism

is used. The time spent to transmit payload is di�erent beause more pakets are sent in Paket

Aggregation, hene the equation for T a
tx is:

T a
tx = Trts + NaTpayload + E[Nc]Trts (2.20)

Similarly the idle time is di�erent sine the other nodes also transmits more pakets, therefore the

parameter T a
nav in T a

i is:

T a
nav = NaTpayload + SIFS + Tack (2.21)

The parameters T a
rx and T a

li are similar to those of CSMA/CA. The average energy onsumption to

transmit one paket an then be desribed by:

Ea[Energy] =
1

Na

(PtxT a
tx + PrxT a

rx + PliT
a
li + PiT

a
i ) (2.22)

The numerial results an be seen in Setion 2.4.

2.3 Cooperative MAC Performane Analysis

In this setion the Cooperative MAC will be analyzed based on the One4All sheme desribed in

Setion 1.3. The distributed approah B from Setion 1.3 is hosen sine the short-range link an be

avoided. Instead of utilizing a short-range interfae to signal among the devies in the luster, a Time

Division Multiple Aess (TDMA) based token ring an be used where eah devie listen for the CH
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to gain aess to the medium. This an also be referred to as opportunisti listening.

In order to analyze the performane of the Cooperative MAC sheme the following assumptions are

onsidered:

• The luster maintenane is not onsidered. Analysis of luster maintenane will be desribed in

Chapter 6.

• There are C ontending lusters in the network.

• Eah luster onsist of cm devies.

• After eah transmission it is assumed that eah devie in the network has a paket ready for

transmission in the bu�er.

2.3.1 Throughput Analysis

Based on the above assumptions, the saturated throughput is given as:

Sc =
P c

s cmE[P ]

E[Ψ] + P c
s T c

s + (1 − P c
s )Tc

(2.23)

where, P c
s is the probability of a suessful transmission using the Cooperative MAC strategy and T c

s

is the transmission time of a ooperative luster.

The probability of a suessful transmission P c
s is de�ned as:

P c
s =

Cτ(1 − τ)C−1

Pb

=
Cτ(1 − τ)C−1

1 − (1 − τ)C
(2.24)

where n from Equation (2.4) have been substituted with C.

The numerial results an be seen in Setion 2.4.

2.3.2 Delay Analysis

The model used to alulate the hannel aess delay in CSMA/CA is also used in this setion.

In CSMA/CA the hannel aess delay is modeled for n ontending devies in a network. In the

Cooperative MAC strategy it is lusters that ontend with eah other for aessing the shared hannel.

A Cooperative MAC network onsist of C lusters with cm devies in eah, thus the mean hannel

aess delay an be expressed as:
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Ec[D] =
E[Nc](E[BD] + Tc + TO) + E[BD]

cm

(2.25)

The numerial results an be seen in Setion 2.4.

2.3.3 Energy analysis

The energy onsumption for the Cooperative MAC is modeled in a similar way to CSMA/CA and

Paket Aggregation, the major di�erene is that it is the lusters whih ontend for the medium

instead of the individual nodes.

In Figure 2.6 an example of the Cooperative MAC sheme is given, where two lusters are either

transmitting data or idling. Cluster 1 onsisting of Node 1-3 is �rst getting aess to the medium

and transmits their pakets using the token ring approah. When Cluster 1 has �nished transmitting

Cluster 2 (Node 4-6) gets aess and transmits. The orresponding power level of Node 1 and 3 is

also shown.

Figure 2.6: Two lusters are ontending for the medium to transmit their pakets. The orresponding
power level for Node 1 and 3 in Cluster 1 is given.

The time to transmit T c
tx is similar to that of Paket Aggregation, but depends on the luster size cm

suh that:
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T c
tx = Trts + cmTpayload + E[Nc]Trts (2.26)

The time for reeption T c
rx and time for listening T c

li are also similar to CSMA/CA and Paket

Aggregation, but di�ers in the probability of suessful transmission P c
s . The time for idling T c

i

depends the idle time of the ontending node T cnd
i and the idle time of the non-ontending nodes

Tnoncnd
i in the luster. The idle time of the ontending node is similar to that of Paket Aggregation

plus the idle time when other nodes in the luster transmit:

T cnd
i = E[Nc]To + (E[Nc] + 1)E[NFr]PsT

c
nav + (cm − 1)Tpayload + cmSIFS (2.27)

Where T c
nav = cm(Tpayload + SIFS) + Tack

The idle time of one non-ontending node an be alulated by the time of transmission of the other

nodes in the luster and the hannel aess delay Ec[D]:

Tnoncnd
i,one = ((cm)Tpayload + cmSIFS + Tack) + Ec[D] (2.28)

The idle time for all non-ontending nodes is then the produt of the non-ontending nodes and the

idle time for one non-ontending node: Tnoncnd
i = (cm − 1)Tnoncnd

i,one Then the total idle time is given

by: T c
i = T cnd

i + Tnoncnd
i

This leads to the following model for the average energy onsumption to transmit a paket using the

Cooperative MAC protool:

Ec[Energy] =
1

cm

(PtxT c
tx + PrxT c

rx + PliT
c
li + PiT

c
i ) (2.29)

The numerial results an be seen in Setion 2.4.

2.4 Numerial results

In this setion the equations from the previous setion will be used to show the performane har-

ateristi of the CSMA/CA, Paket Aggregation and Cooperative MAC protools. The parameters

used in these equations are hosen based on measurements performed on the OpenSensor desribed

in Appendix B and from the spei�ation of the nRF 905 radio transeiver (see Setion 3.1.3) on the

OpenSensor. The parameters are shown in Table 2.1.
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Notation Value

nRF overhead 58 bits

Header 4 bytes + nRF overhead

Payload 28 bytes

ACK 4 bytes + nRF overhead

RTS 4 bytes + nRF overhead

CTS 4 bytes + nRF overhead

Max no. of stations 50

W - Init window size 32

m - Bako� stages 2

Slot time 1 ms

SIFS 1 ms

DIFS 4 ms

Channel Bit Rate 50 kbit/s

Aggregation level 4 pakets

Devies/luster 4 devies

Ptx 0.1 W

Prx 0.04 W

Pli 0.04 W

Pi 0.001 W

Devies/luster 4 devies

Table 2.1: Parameters for the protools of this projet
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The nRF overhead in Table 2.1 orresponds to the extra bits added to frames by the nRF radio

transeiver. The overhead is 58 bits given by:

• Preamble: 10 bits

• nRF address: 32 bits

• CRC: 16 bits

These parameters are used to plot the analytial saturated throughput, hannel aess delay and

energy onsumption as a funtion of number of stations in the wireless network. These plots an be

seen in Figure 2.7, 2.8 and 2.9.
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Figure 2.7: Throughput of the CSMA/CA, Paket Aggregation and Cooperative MAC protools
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Figure 2.8: Channel aess delay of the CSMA/CA, Paket Aggregation and Cooperative MAC protools
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Figure 2.9: Energy onsumption of the CSMA/CA, Paket Aggregation and Cooperative MAC protools
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Figure 2.7 shows that the saturated throughput of the protools CSMA/CA, Paket Aggregation and

Cooperative MAC is around 0.2, 0.4 and 0.4 respetively. The redued overhead in the network tra�

when using the protools Paket aggregation and Cooperative MAC explains the inreased throughput

ompared to CSMA/CA.

As for the delay analysis, shown on Figure 2.8, the Cooperative MAC strategy has the lowest hannel

aess delay in omparison to both the Paket Aggregation and CSMA/CA strategies. This an be

explained by the Cooperative MAC having only n/cm ontending devies ompared to n ontending

devies in both Paket Aggregation and CSMA/CA.

Finally, the energy onsumption for these protools are shown on Figure 2.9. From this it an be

seen that the amount of energy onsumed by CSMA/CA is far higher than both Paket Aggregation

and Cooperative MAC. This an be explained by the fat that the amount of ontrol paket sent per

payload is higher than for Paket Aggregation and Cooperative MAC. This results in an inreased

amount of transmissions and hene more energy onsumption for eah sent payload paket.

2.5 Summary

In this hapter the performane of di�erent protools have been evaluated. The performane analysis

onsidered saturated throughput, hannel aess delay and energy onsumption whih were onduted

on the CSMA/CA, Paket Aggregation and Cooperative MAC protools. These performane models

were plotted in MATLAB with respet to eah protool in a network with up to 50 devies, and the

results are shown in Figures 2.7, 2.8 and 2.9.

At this point, it an be onluded that the Cooperative MAC protool has both the highest saturated

throughput, lowest hannel aess delay and lowest energy onsumption.

With the ompletion of the analytial models, the next step in this projet is to speify the hardware

and requirements for the implementation of the three protools. This is done in the next hapter.



Chapter 3

System Desription

In the previous hapter, the CSMA/CA, Paket Aggregation and Cooperative MAC protools were

analyzed. In this hapter, the system of this projet is explained to show how the protools an be

implemented on a hardware platform to verify the analytial results. First, the senario for the system

is desribed, after this, the hardware developed for the projet will be desribed, then preonditions

and requirements for the system will be outlined. Finally, the deployment of the system is desribed

to show the interfaes between the system omponents.

To give a better piture of where this system an be used in a real life senario this desription is given:

The senario of the system is a plae where lots of users ontinuously wants to transmit data with as

little delay as possible. An example of this is a plae with just one AP running on one frequeny and

many users wishing to make video telephone alls via this shared AP, where they transmits video and

voie data, but only reeives voie. This demands high throughput and low delay on the uplink.

3.1 Hardware Resoures

To implement and perform tests of the MAC protools, a hardware platform has been hosen based on

the needs for this projet. The OpenSensor developed by students and employees at Aalborg University

has been seleted to at as node and GW in the system beause of its diversity and similarity to a

node ating in a real life senario, suh as a Wireless Loal Area Network (WLAN) or a Wireless

Sensor Network (WSN). Ten of these OpenSensor boards have been mounted into an aluminum rak

as seen in Figure 3.2. For the projet 51 OpenSensor boards have been soldered and 50 of them have

been mounted on �ve of the aluminum raks.

This hardware will be desribed in details in this setion.
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3.1.1 Aluminum Raks

The purpose of these �ve aluminum raks, are to simplify downloading of programs to the OpenSensor

boards and to have a visual debugging of the implemented protools. An explanation of the attahed

omponents, exl. the OpenSensor board, an be seen in Figure 3.1.

On eah of these raks, ten OpenSensor boards are mounted vertially, so the programming interfae

pins and the nRF 905 module are faing upward. The dimension of the rak is given on Table 3.1.

On the front side of a rak, 20 LEDs are attahed so that there are two for eah OpenSensor boards,

that an be used for debugging proposes. E.g. the green and red an be used to indiate a payload

transmission and ACK timeout respetively. Eah raks are powered through a Jak-Connetor and

a power swith for eah OpenSensor boards to turn on and o� the power supply separately.

P o w e r  s w i t c h

P A Y L O A D  
t r a n s m i s s i o n

A C K
t i m e o u t

P o w e r  s u p p l y

Figure 3.1: One of the aluminum raks showing the �rst and the last mount point.

Notation Value

OpenSensors per rak 10

Spaing between two boards 6 m

Length of rak 60 m

Hight of rak 6 m

Spread of the rak 9 m

Table 3.1: Dimensions of the Aluminum Rak
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Figure 3.2: One of the aluminum raks with ten OpenSensors.

3.1.2 OpenSensor

The OpenSensor whih an be seen in Figure 3.3 is a small devie with low power onsumption

featuring a 16 bit digital miroproessor with the model name Mirohip dspPIC30f3013. For om-

muniation purposes the devie has two UARTs for onnetion to RS232 interfae as well as a Serial

Peripheral Interfae (SPI) interfae onneted to the nRF905 module whih is desribed later. For

timing purposes three 16 bit timers are available. The miroproessor has 20 I/O pins available

where all of these an be used as digital and ten an be used as analog inputs by the build-in 12bit

AD-onverter. Three of the pins an furthermore be used as external interrupt to the devie. [Mi08℄

Figure 3.3: The OpenSensor board
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3.1.3 nRF 905 RF Module

The nRF 905 RF [Sem06℄ module is used as wireless interfae beause it enables development from

layer 2 (MAC layer) layer and upwards in the OSI model, whih means that there is no default

MAC protool implemented in this interfae. The nRF 905 module is onneted to the SPI interfae

on the OpenSensor. It is a single-hip radio transeiver produed by Nordi Semiondutor and

operates in the 433/868/915MHz ISM band. In Figure 3.4 the module an be seen where the hip

is mounted with a loop antenna. The module is identi�ed by an address of 1-4 bytes and is apable

of transmitting payload of 1-32 bytes in one frame. It features the output pins Carrier Detet (CD),

Address Math (AM) and Data Ready (DR) whih an be used to read the status of the module. The

CD pin is used to sense the medium of arrier when the module is in RX state, AM indiates whether

an inoming frame has an address whih is idential to the module's. The DR pin indiates whether

there is a frame ready in the reeive bu�er or if transmission of a frame was ompleted. [Sem06℄.

Figure 3.4: The nRF 905 module

The spei�ations of the module in Table 3.2 is based on the module operating in the 433MHz band.
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Output power -10/-2/6/10 dBm

Reeiver sensitivity normal/redued -100/-85 dBm

Address size 1-4 bytes

Payload size 1-32 bytes

Standby urrent 32 µA

RX urrent normal/redued 12.2/10.5 mA

TX urrent for -10/-2/6/10 dBm 9/14/20/30 mA

Power down urrent 2.5 µA

Bit rate 50 kbit/s

Time Power down -> Standby 3 ms

Time Standby -> RX/TX 650 µs

Time RX <-> TX 550 µs

Table 3.2: Charateristi data for the nRF905 module

3.2 System Requirements

In this setion the requirements of the system will be desribed. First the preonditions will be

desribed in order to determine the parameters for the protool based on tests performed on the nRF

905 module. Then the funtional and protool requirements will be outlined.

3.2.1 Preonditions

Due to the hosen hardware, di�erent protool preonditions for the system an be determined based

on the apability of this hardware. These preonditions are:

• Frame sizes: RTS, CTS, ACK and Payload

• Timing: Inter Frame Spaes (SIFS and DIFS), Slot time.

• Bit rate and range of transmissions

• Timer preision

Frame Sizes

Due to the nRF 905 module, the frame size of pakets an be from 1-32 bytes. Control frames for

CTS, CTS, ACK and Payload is hosen to be 4 bytes inluding header information. The Payload size

an then maximum be 28 bytes beause 4 bytes is used as ontrol frame and header. The paket are

thus:
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• Control frames RTS, CTS and ACK inluding header: 4 bytes

• Payload frame inluding ontrol and header 28+4 bytes

Inter Frame Spaes and Slot Time

To alulate the SIFS, DIFS and slot time several tests has been performed to test timing aspets of

for the protools, whih an be seen in Appendix B. The results of the tests are summarized in Figure

3.5. It an be seen that worst ase for the SIFS timing is after CTS or payload is transmitted, at this

time the node needs to lok these pakets into and out from the nRF905 interfae.

To lok the CTS/ACK or payload in or out takes 0.1 ms and 0.3 ms respetively. Additional to

this it also takes 0.55 ms to swith from reeive to transmit mode, therefore the SIFS must be more

than 0.95 ms and the SIFS is seleted to be 1 ms. The DIFS must be signi�antly larger than SIFS

therefore this parameter is hosen to be 4 ms whih is four times as large as the SIFS.

The slot time is the time period from the medium is sensed idle to the atual transmission of the RTS

takes plae. It is important that other devies bako� during this time period beause it takes time

to swith. From the Figure it an be seen that the time from idle medium until RTS is transmitted

is 0.65 ms, therefore the slot time is seleted to be 1 ms. Inter frame spaes and slot time are thus:

• SIFS: 1 ms

• DIFS: 4 ms

• Slot time: 1 ms

Figure 3.5: Timing diagram of the protools showing the measured time to omplete di�erent tasks.

Bit Rate and Range of Transmission

As seen in Table 3.2 the supported data rate of the nRF905 is 50 kbit/s, this data rate is muh lower

than urrent wireless systems whih an operate with data rates measured in Mbit/s, however the

performane of this system is assumed to sale to a system with muh higher data rate as all protools

are implemented with the same hardware preferenes.
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To selet the frequeny where the system should operate, measurements has been performed on the

supported frequenies. The result was that 433 MHz was the frequeny with the lowest interferene

from other devies. Therefore it is deided that system must operate on this frequeny. Sine all

devies must be in range it is hosen to transmit with the highest transmit power of 10 dBm and that

the reeiver should be as sensitive as possible.

Timer preision

The timing of the system is important in order to obey the orret inter frame spaes as well as to

measure the hannel aess delay on eah devie. Therefore the resolution of the timer is seleted to

be 0.1 ms. This means that the timer will interrupt for eah 0.1 ms to inrement the timer variables

in the system.

3.2.2 Funtional Requirements

The funtional requirements to the system are the following:

1. The system must be able to relay pakets from an arbitrary number of devies to a GW.

2. The data �ow in the system must be unidiretional from the devies to the GW.

3. The system must operate using one frequeny.

4. The system must operate in a senario where all devies are in range of eah other.

5. The system must operate under saturated onditions, i.e. eah devie generates a paket immedi-

ately after a suessful transmission.

3.2.3 Protool Spei� Requirements

The general requirements to the protools and spei� requirements to the individual protools are

the following:

1. All protools must perform handshake using RTS and CTS pakets to obtain the medium as

spei�ed for the basi CSMA/CA protool.

2. The devies must bako� in ase of busy medium as spei�ed by the DCF.

3. The bako� algorithm must support CW from 8 to 256.

Requirements for Paket Aggregation

1. The protool must support an aggregation levels up to 8 pakets

Requirements for Cooperative MAC
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1. The protool must support luster sizes up to 8 devies

2. Only the CH must ontend for the medium

Requirements for GW

1. After eah paket the GW must, in the inter frame spae, transmit data regarding the reeived

paket via the RS-232 interfae to a PC (MAC address, hannel aess delay as well as luster

information if Cooperative MAC is used)

3.2.4 Measurements Requirements

The requirements to how the measurements must be performed are the following:

1. The hannel aess delay must be measured with a preision of 1.0 ms.

2. The hannel aess delay must be measured by eah devie and transmitted to the GW.

3. The hannel aess delay for Paket Aggregation must be measured from ACK is reeived until the

medium an be aessed. (Delay per devie)

4. The hannel aess delay for Cooperative MAC must be measured from ACK is reeived until the

medium an be aessed by the luster. (Delay per luster)

5. The throughput must be measured by the GW by ounting the ounting the number of reeived

payload pakets in a given time interval.

6. The energy onsumption must be measured for the entire system (exept the GW)

7. The information from eah paket reeived on the GW must be relayed to a PC for further pro-

essing.

3.3 System Deployment

The general system struture and interfaes are desribed by the following deployment diagram whih

lari�es the ooperative and the non ooperative ommuniation used in this projet, see Figure 3.6.

Eah devie ommuniates with the GW through the RF interfae using CSMA/CA. The GW relays

the reeived data to a PC via. the serial interfae using RS-232 where the data will be logged and

showed in a GUI. In pure CSMA/CA the devies only have interfaes to the GW, in the Cooperative

MAC protool they also have interfaes to a number of other devies whih also have interfaes to the

GW. This is shown in the dashed box in Figure 3.6.



3.4. SUMMARY 43

Figure 3.6: Deployment diagram for the network. The dashed box is used in the ooperative protool where
devies are onneted to both the GW and eah other.

3.4 Summary

In this hapter, a desription of the system was given. The OpenSensor platform used for the imple-

mentation was desribed along with the raks whih were developed for this projet. The hardware

spei�ations lead to many of the system requirements for the protools, espeially regarding timing.

Also the hardware spei�ations is the basis for the hoie of parameter in the analytial models of

Chapter 2. Finally the deployment of the system was outlined to give an idea of the setup for pratial

performane measurements.

With a omplete desription of the three protools CSMA/CA, Paket Aggregation and Cooperative

MAC, and a set of requirements, it is now possible to speify the design of CSMA/CA and Paket

Aggregation. This is done in the next hapter.



Chapter 4

Non Cooperative Design

This hapter overs the basi design of the system, implementing the protools desribed in Setions

1.1 and 1.2. The Cooperative MAC protool is not designed in this hapter as further investigation

and disussion is needed to speify the mehanisms of this protool.

The system is strutured as a layered model. On the top layer, the three ommuniation protools

are desribed. The three protools use the lower layers to obtain and maintain the ommuniation

link to other devies on the network. In the following, eah of these layers, and how the lower layers

provides servies to the above layers, are desribed. Finally a frame design will be outlined in order to

speify options for the individual frames. The layered model is shown in Figure 4.1. This struture

has the same purpose as the OSI referene model for network ommuniation by letting eah layer

know the interfae of the adjaent layers and nothing more. In this projet, the implementation of

the investigated protools is divided into four layers: protools, modules, drivers and hardware. This

modular approah makes it simpler to implement the protools of the Protools layer at a later stage

of the projet, or to make an adaptive system whih an swith between the di�erent protools.
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Figure 4.1: The design is organized in a layered model with four layers.

The Protools layer ontains the rules and �ow of the protool itself whih depends on the one in

use. The Modules layer ontains the needed funtions to exeute the protool mehanisms like the

RTS/CTS handshake and transmission of payload and ACK. A ommand interfae is also plaed here

for on�guration and debug purposes. The Drivers layer ontains the basi funtionality for utilizing

the hardware on the platform, e.g. radio and serial port. Also this layer provides frame reation and

veri�ation. The Hardware layer is the OpenSensor platform developed at Aalborg University, see

Setion 3.1.

Eah box in Figure 4.1 is a system omponent that ontains one or more funtions to handle the

funtionality of the box. The individual system omponents will be desribed in further details in

Setions 4.1, 4.2 and 4.3 in a bottom-up approah.

The Hardware layer is not a part of the design in this projet and will not be further desribed in this

hapter. The details of the hardware used in this projet is desribed in Setion 3.1.

4.1 Drivers Layer

In this setion the drivers for the system are desribed. The drivers are interfaing to the hardware

layer of the system and are utilized by the modules in the above layer. Eah driver is desribed

in a table ontaining the funtions of the driver, and eah funtion is doumented with regards to

desription, input, output and hardware interfaes.
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4.1.1 nRF 905 Driver

The nRF 905 driver ontains funtionality for transferring data between miroproessor and the nRF

905 transeiver.

Name Desription Input Output HW Interfaes

ClokIn The ClokIn driver loks
a frame byte by byte into
the transmit bu�er of the
nRF 905 module to make the
frame ready for transmission.

• Frame

• Size of Frame
(4 or 32 bytes)

None ClokIn is using
the SPI interfae of
the miroproessor
whih is onneted
to the nRF 905 mod-
ule where ClokIn
an aess the TX
register.

ClokOut The ClokOut driver is able to
lok a frame out of the re-
eive bu�er on the nRF 905
module if it is orretly re-
eived.

Size of Frame to
lok out (4 or 32
bytes)

Frame ClokOut is using
the SPI interfae to
ommuniate with
the nRF 905 mod-
ule where it is able
to aess the RX
register.

Transmit The Transmit driver an ini-
tiate a transmission of a
frame with a bitrate of
50kbps.

None None Transmit is setting
the transmit pin of
the nRF 905 module
high, whih will
initiate transmis-
sion. After suessful
transmission the
driver will return.

SetFrameWidth SetFrameWidth an adjust the
frame width of the reeive
and transmit bu�er on the
nRF 905 module depending
on the type of frame that
must be proessed at next
transmission/reeiving proe-
dure.

• Frame width
(3 or 32 bytes).

• Type of frame
(RX or TX)

None The SetFrameWidth
driver has aess to
modify the on�g-
uration register on
the nRF 905 module
via the SPI interfae.
In the on�guration
register it is possible
to modify the RX or
TX payload width.
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4.1.2 Frame Manager

The Frame Manager is responsible for reation and identi�ation of frames.

Name Desription Input Output HW Interfaes

CreateFrame Creates the frame with the
following information:

• Soure address found from
the devie ID of the urrent
devie (8 bit har)

• Destination address (8bit
har)

• Type of frame (RTS, CTS,
ACK or payload) repre-
sented as a 2 bit integer

• If the frame type is pay-
load, then 29 bytes of pay-
load is read from the pay-
load bu�er and added to
the frame

• Destination
address

• Frame type

• Duration
(aggregation
level)

• Type data (de-
pends on frame
type)

Frame (4 bytes
for ontrol pak-
ets: RTS, CTS
and ACK and 32
bytes for payload
frame)

None

IdentifyFrame IdentifyFrame is able to
identify the type of a frame.
Possible frame types are RTS,
CTS, ACK or payload.

Frame Frame type
(2 bit integer
indiating RTS,
CTS, ACK or
payload)

None

4.1.3 Timer Interrupt

The Timer Interrupt handles all timing of the protools to a preision of 100 µs

Name Desription Input Output HW Interfaes

Timer
Interrupt

The Timer interrupt driver
is able to interrupt the pro-
essor for eah 100 µs and
modify the timer ounter
whih enables timer funtion-
ality in the software.

The timer is ini-
tialized with a
value of 0

New time whih
is equal to the old
time plus 100 µs

Timer interrupt is
using the Timer1
funtionality of the
miroproessor whih
is set up to interrupt
for eah 100 µs
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4.1.4 Bako� Handler

The Bako� Handler handles the bako� algorithm for eah devie in the system.

Name Desription Input Output HW Interfaes

SeletBakoff Selets a pseudo random
number between 0 and CW

None Bako� ounter
(integer between
0 and CW)

None

Bakoff Derements the bako�
ounter while the medium is
idle.

Bako� ounter
(seleted by
SeletBakoff)

0 if no arrier.
1 for arrier dur-
ing the bako�
period.

Bakoff reads the CD
pin of the nRF.

4.1.5 I/O Ports Driver

The I/O Ports Driver is a simple driver whih maps physial pins on the miroproessor to symbols

in the soure ode.

Name Desription Input Output HW Interfaes

I/O Ports
Driver

The I/O Ports Driver is used
to monitor states of the nRF
905 module and to ontrol
LEDs in the system. It is
possible to see whether there
is CD on the medium, Data
ready (DR) in the RX/TX
registers and if there is AM
for a frame. In the system
two green LEDs and one red
LED on be ontrolled.

None None The I/O Ports Driver
is utilizing digital
ports of the miro-
proessor, where the
pins used to monitor
the nRF 905 module
is on�gured as input
and the pins used to
ontrol the LEDs are
on�gured as output.
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4.1.6 Serial

Serial handles ommuniation via the RS-232 interfae.

Name Desription Input Output HW Interfaes

UART
interrupt

Proesses ommands sent to
the system harater by har-
ater

None String (when a
newline is read
from the serial
port)

This driver is using
the UART funtion-
ality of the miropro-
essor. A RS-232 in-
terfae is onneted
to the UART whih is
on�gured to run at
115200 baud, 1 stop-
bit, 8 databits and in-
terrupt on every har-
ater.

USBsend Sends information to an ex-
ternal devie (e.g. PC) via
RS-232.
(Note: The name USBsend
is a legay from previous
versions of the OpenSensor
boards whih featured a mini
USB interfae instead of the
urrent RS-232 serial port on
OpenSensor)

String None Same as UART inter-
rupt

4.2 Modules

The module layer provide servie to the Protools layer. In this setion, the modules Handshake,

Payload, ACK and Command from Figure 4.1 are spei�ed. Eah module ontains a funtion whih

is desribed with an ativity diagram, funtionality, input, output and whih drivers it utilizes.

4.2.1 Handshake

A devie initiates the ommuniation to another devie by using the Handshake module. The Hand-

shake module aommodates a proedure whih enable a devie to onnet to another devie for a

given period of time. This is ahieved by following the IEEE 802.11 DCF, see Setion 1.1. The

following desribes input, output and drivers used by the Handshake module:

Input

• MAC address of the destination devie.

• Duration (aggregation level)

• Create luster request (only used in Cooperative MAC)
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Output

• E_HAND_OK when the handshake to the destination devie is suessful.

• E_DR when a paket is reeived in the bako� period.

• E_RETRY when the handshake fails.

Drivers

• I/O Ports Driver

• Bako� Handler

• nRF 905 Driver

• Frame Manager

• Timer Interrupt

The Handshake module used in this projet is depited on Figure 4.2.

Figure 4.2: Ativity diagram for the Handshake module

The Handshake module is alled by the running protool. As shown on Figure 4.2 the value of the

bako� ounter is de�ned at the beginning of this module, an explanation of the bako� algorithm is

desribed in Setion 1.1.

Wait for idle medium:

After the initialization of the bako� ounter, arrier sensing is performed by the I/O driver to ensure

that the medium is idle before transmitting any paket to the destination devie. Unless the hannel is

idle the transmitting devie will stay in this state. The explanation for this is that a transmitting devie

has a paket to transmit immediately after a transmission regardless of the result of the transmission.
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Selet new bako� timer:

If the bako� ounter is zero a new value for the bako� ounter will be seleted based on the urrent

value of CW.

Wait DIFS:

If the medium is sensed idle, a timer will start ounting and if the medium is still sensed idle after

the timer reahes DIFS, the bako� ounter will start to be deremented.

Derement bako� ounter:

In eah bako� slot, the medium is sensed. This is done to ensure that the medium is not used by other

devies during the bako� slot. If the bako� ounter reahes zero without sensing a busy medium

the devie will transmit an RTS paket.

Retry:

In ase of a busy medium, while in the bako� ountdown, the handshake will be terminated and

returns to the running protool with the retry error E_RETRY. Note, that the bako� ounter keeps its

value also when the handshake returns.

Transmit RTS:

If the medium is idle after both the DIFS and the bako� time the lokIn driver will be alled.

After this, the transmit driver will be exeuted to transmit the RTS.

Upon a transmission, a timeout timer will start ounting. If the timer runs out before the transmitting

devie reeives a CTS, the Handshake module will run SeletBakoff to inrease the CW and return

to the running protool. Otherwise the SIFS timer will be started and E_HAND_OK will be returned.

4.2.2 Command

The ommand module is alled by the Serial driver and used to distinguish between the di�erent

settings and debug ommands reeived on the UART, see Appendix A for a list of the used ommands.

Further desription will not be desribed for this module, as this is mainly used for debugging and

measurement purposes.

4.2.3 Payload

The Payload module is alled after a suessful RTS/CTS handshake performed by the Handshake

module. The purpose of the Payload module is to transmit the payload frames after a SIFS from

the reeption of a CTS frame. The handshake module has already started the SIFS timer before

it returns and the Payload module must wait SIFS and transmit immediately after. The following

desribes input, output and drivers used by the Payload module:

Input

• MAC address of the destination devie
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• Duration (aggregation level)

Output

• None

Drivers

• I/O Ports Driver

• nRF 905 Driver

• Frame Manager

• Timer Interrupt

The �ow of the Payload module is shown in the ativity diagram in Figure 4.3.

Figure 4.3: Ativity diagram for the Payload module

Create payload frame:

A payload frame is reated by sending a request to Frame Manager, this driver will reate the payload

frame.

Set width of transmit bu�er:

To transmit the frame the transmit bu�er of the nRF 905 must be set to the width of a payload frame,

this is performed using the nRF 905 Driver. After the transmission of the payload frame the bu�er

width is set bak to the width of a ontrol frame in order to be ready for the next handshake.

Clok payload into transmit bu�er:

The payload frame is loked into the transmit bu�er using the nRF 905 Driver and is ready to be

transmitted.

Wait for SIFS timeout:

The Payload module must wait until the timer reahes the value of a SIFS before the payload an be

transmitted in order to obey the protool.

Transmit payload pakets:

The nRF 905 Driver is requested to start transmitting the payload frame.

Start ACK timer:

The Payload module must restart the timer in order for the ACK module to detet a possible timeout.
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4.2.4 ACK

When a payload paket has been sent, the transmitting devie will listen to the medium for an

inoming ACK paket. The listening interval is determined by a timeout variable that starts ounting

at the end of the Payload module. If a timeout ours before a paket arrival then this module will

return and an ACK_FAIL message will be returned to the alling protool. The following desribes

input, output and drivers used by the Payload module:

Input

• The soure address is the MAC address from who the devie expets an ACK.

Output

• E_ACK_OK when an ACK from the expeted devie is reeived.

• E_ACK_FAIL otherwise.

Drivers

• I/O Ports Driver

• nRF 905 Driver

• Timer Interrupt

The ativity of this module is depited on Figure 4.4.

Figure 4.4: Ativity diagram for the ACK module

As seen from Figure 4.4, when a paket is reeived, it is examined to identify if the following parameters

are as expeted: Soure MAC address and ACK paket type.

If these parameters are as expeted, the module will return with E_ACK_OK. Otherwise this module

will return E_ACK_FAIL to the running protool. If Paket Aggregation is de�ned as protool, it must

also be veri�ed from the ACK frame if all aggregated pakets were reeived orretly by the GW.

Potential lost pakets must ideally be retransmitted later, but the mehanism for this is not designed

or implemented as the fous in this projet is performane parameters and not protool robustness.
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4.3 Protools Layer

This layer is the highest in the layered model and ontains the main algorithm of the di�erent MAC

protools investigated in this projet. The protools are CSMA/CA, Paket Aggregation and Coop-

erative MAC.

The design of the GW in the protools CSMA/CA and Paket Aggregation is pratially the same

and the design of this is desribed separately in Setion 4.3.3.

4.3.1 Basi CSMA/CA

The basi CSMA/CA protool in this projet is designed with all the features desribed in Setion

1.1. An ativity diagram of the main �ow of CSMA/CA is shown in Figure 4.5. CSMA/CA makes

use of the following omponents of the Modules layer:

• Handshake to make RTS/CTS exhange with the reeiver.

• Payload to send payload after a suessful handshake.

• ACK to wait for ACK from the reeiver.

Input: None

Output: None

Figure 4.5: Ativity diagram for the basi CSMA/CA protool

Desription

The basi CSMA/CA protool in this projet assumes that a node always has a paket in the bu�er

ready for transmission. A node will then try to send a paket ontinuously and try the next one

immediately after the �rst one.

First the RTS/CTS handshake is exeuted until it is suessful. Then the payload will be transmitted

and the node waits for the ACK from the reeiver. In ase of ACK timeout the handshake will be

retried. A suessful reeption of an ACK lets the node ontinue with the next paket in the bu�er.
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4.3.2 Paket Aggregation

Paket Aggregation makes use of the same modules and drivers as CSMA/CA. Atually CSMA/CA

is just a speial ase of Paket Aggregation with only one aggregated paket. I.e. Paket Aggregation

performs a handshake with the GW and sends Na onseutive payload pakets. The ACK also ontains

a �eld to aknowledge the individual aggregated pakets.

To implement Paket Aggregation the modules Payload, ACK and Frame Manager only needs support

for multiple pakets.

4.3.3 Gateway

The funtion of the GW is to reeive pakets from devies using the CSMA/CA or the Paket Aggre-

gation protool. The GW is designed as a reeiver only and the devies is designed as senders only.

An ativity diagram of this is shown on Figure 4.6.

Figure 4.6: Ativity diagram for the GW

The GW funtion is ativated when either the CSMA/CA or Paket Aggregation protool is used.

When this is ative, the GW will listen to the medium for inoming paket. If a paket is deteted,

the GW will examine it to see if the paket is of type RTS. In ase of a reeived RTS the GW will

generate a CTS paket and send it to the soure of the reeived RTS paket. If the reeived paket

is not of type RTS, the GW will disard the paket and ontinue listing. After the transmission of a

CTS paket the GW will wait for a payload, for a given time. If a payload is reeived it will send an

ACK paket, otherwise it will timeout and go to the initial state.

4.4 Frame Design

The header of the MAC protool is onsists of four bytes whih is used to identify addresses and speify

paket type and options. The length of a devie address is desribed by one byte enabling 256 unique
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devies in the system. Therefore one byte is used to desribe the soure address of a paket and one

is used to desribe the destination address. Four bits are used to desribe the paket type providing

the following types ommon for both CSMA/CA, Paket Aggregation and Cooperative MAC:

• RTS

• CTS

• PAYLOAD

• ACK

Additional types for Cooperative MAC will be de�ned in Setion 7.4.

Three bits are used for duration to speify how many payload pakets the medium should be reserved

for. One bit is used as sequene number to prevent dupliate pakets.

The remaining byte is used for mis. type data, e.g. for blok ACK to aknowledge up to eight

aggregated pakets individually. The ontrol pakets e.g. RTS, CTS and ACK are only onsisting

of the four bytes header, but if the paket type is payload, then 28 bytes of payload is added to the

header giving a total paket size of 32 bytes. A full frame with header is shown in Figure 4.7.

Figure 4.7: Paket diagram for the three protools in this projet

4.5 Summary

This hapter has desribed the design of the basi modules whih all three protools of this projet

is build upon. Also the implementation of the two non-ooperative protools CSMA/CA and Paket

Aggregation has been designed. Cooperative MAC will be designed later when further investigation

and disussions are ompleted.

The design was doumented as a four layered struture from Hardware later to Protools layer. This

makes it possible to easily implement the Cooperative MAC protool later. Eah module in the design
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was illustrated with ativity diagram to outline the �ow of the program. Finally, a paket diagram

was presented, showing the �elds in the header of the protools.

This ompletes the �rst part of the projet report.



Part II

Cooperative Organizing



Chapter 5

Strategies of Cooperative MAC

This hapter will start Part II of this projet report where ooperative organizing is the fous. In this

�rst hapter of ooperative organizing, strategies of ooperative ommuniation is disussed.

When building a ooperative system it is important to speify how to manage suh a system, with

interation and grouping among many nodes. As inspiration for the Cooperative MAC protool of this

projet, we use the One4All strategy desribed in Setion 1.3 as well as inputs from olleagues and

supervisors. Also the ZigBee and LEACH protools are investigated as inspiration for maintenane

and management.

The disussion of ooperative approahes in Setion 5.2, 5.3 and 5.4 will outline potential problems

and solutions regarding the di�erent approahes. This is done to identify problems learly and desribe

how it an be solved.

When using lustering mehanisms, it is neessary to form links to more than one other node at the

time. The knowledge of these links is atually not a task for the MAC layer, but should be handled

at the network layer above. This mean that even though the goal is a ooperative MAC protool, the

result must adopt some mehanisms from a network layer protool.

5.1 Cooperation in Current Wireless MAC Protools

This setion will investigate two urrent MAC protools with regards to their ooperative features.

Like the One4All approah they will be used as inspiration for designing the Cooperative MAC protool

in this projet. The �rst protool is the well known ZigBee protool based on IEEE 802.15.4. ZigBee

is mostly used in ontrol appliations with low network load, but makes use of lustering to organize

the network. The seond protool alled Low-Energy Adaptive Clustering Hierarhy (LEACH), has

many features in ommon with the desired protool of this projet exept from a few details. Based

on the desriptions, it will be deided whih parts of the LEACH and ZigBee protools are useful in
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this projet.

5.1.1 ZigBee

In this setion it will be desribed how the ZigBee protool is utilizing the network layer to form new

lusters and maintain these lusters. [All08℄

In ZigBee there are three types of devies:

• ZigBee Coordinator

• ZigBee Router

• ZigBee End Devie

An example of a luster an be seen in Figure 5.1. The Coordinator will at as parent to those

hild devies that are onneted to it. These devies an be routers and end devies. Routers and

Coordinators an have hildren, whereas this is not allowed for End Devies.

Figure 5.1: A luster of devies in ZigBee where one devie is the Coordinator (parent). This oordinator
are having Routers or End Devies (hild) onneted.

The Network Layer Management Entity (MLME) of ZigBee provides the following funtionalities:

• Establish a new luster

• Neighbor disovery

• Joining and leaving a luster

• Addressing of devies in the luster

Establish a New Cluster

When a devie wants to form a new luster, the MLME is reeiving the MLME-NETWORK-FORMATION

primitive from the higher layer. The MLME will then issue the primitive MLME-SCAN to the MAC

sub-layer to san the hannels for ativity and the MAC will then send the result to the MLME. The

hannels are then arranged based on the energy measurement suh that the hannel with lowest or
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no interferene is hosen. A unique Personal Area Network (PAN) identi�er is hosen for the new

luster whih is not known to on�it with other lusters on the hannel and the devie whih is now

a ZigBee Coordinator will selet a MAC address equal to 0x0000.

If the Coordinator will permit End Devies or Routers to join the luster the

MLME-NETWORK-PERMIT-JOINING primitive will be set to true.

Neighbor Disovery

The devie an searh for lusters in the neighborhood by using the MLME-NETWORK-DISCOVERY prim-

itive. This primitive identi�es the lusters in the personal operating spae and the PAN addresses of

these. A �ag is indiating whether the Coordinator of the luster gives permission to join or not.

Joining and Leaving a Network

When a devie wishes to join a luster it an either issue the MLME-JOIN primitive and speify the

PAN address of the luster to join. If the join request was suessful the Coordinator will reply with

a MAC address to the devie. It is also possible for the Coordinator to fore devies to join it by

issuing the MLME-DIRECT-JOIN primitive to the address of the devie.

If a devie wants to leave the luster it an issue the MLME-LEAVE primitive telling the luster that the

devie will leave. The Coordinator an also request a devie to leave as well.

Addressing of Devies in the Cluster

To identify the lusters and devies some address identi�ers has been spei�ed in ZigBee. Eah devie

has a 64 bit IEEE address. If it is a member of a luster it is assigned a 16 bit MAC address. The

individual lusters are assigned a PAN address by the Coordinator that formed the luster. Eah

devie that joins the luster will have the PAN address attahed. In Figure 5.2 it an be seen how

two lusters have been addressed.

Figure 5.2: Two lusters are formed and addressed. The lusters are addressed with the PAN address, the
ZigBee Coordinators are addressed with a MAC address equal to 0 and eah End Devie is assigned with
another internal MAC address. All devies are having a unique IEEE address.

Disussion

The ZigBee protool may be possible to implement on the OpenSensor hardware platform however it

is not possible to ommuniate on more than one hannel at the same time, this means that if the
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ZigBee approah should be used it would be limited to operate on one hannel. This would lead to a

high risk of hoosing a PAN address already in use by another luster.

5.1.2 Low-Energy Adaptive Clustering Hierarhy

In this setion the LEACH strategy [WRHB00℄ is desribed. The LEACH strategy proposes an energy

e�ient lustering based protool by uses of Reeived Signal Strength (RSS). The main features of

LEACH are:

• Cluster based approah, with one CH, that oordinates the ommuniation between a random

numbers of devies and the GW.

• The CH is randomly rotated among the devies in the network.

• Clusters are formed randomly.

In LEACH, it is assumed that eah devie always has data to transmit and the data is transmitted to

a ommon GW that is loated far away. In perspetive of energy onsumption, it is muh more energy

e�ient to send the data to a nearby CH rather then to a faraway GW. This means that, instead of

eah devie transmitting its data with full power to the GW, the devies needs only to relay its data

to the CH with lower power, whih then rediret the aggregated data to the GW with full power.

So in this ase only one transmission with full power is required. By randomizing the CH role in a

network, the energy onsumption of eah CH is more fair and more distributed among all the devies

in the network.

In the following, the LEACH Algorithm is explained.

LEACH Algorithm

The LEACH protool is de�ned to operate in rounds, were eah of these rounds begins with an

advertisement phase and ends with a Cluster Set-Up phase. The round ends when the aggregated

data have been send to the GW by the CH. This is illustrated on Figure 5.3.
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Figure 5.3: The LEACH Algorithm.

Advertisement Phase

In this phase eah devie in the network deides whether or not to beome a CH. The deision is made

by a devie hoosing a random number between 0 and 1. If this number is greater than a threshold

T (n), the devie beomes CH for this round. The threshold T (n) is de�ned in [WRHB00℄ as:

T (n) =











P

1−P (r mod 1

P
)

if n ∈ G

0 Otherwise

Where P is the desired probability to beome CH e.g., P = 0.05. The urrent battery level of the

devie ould also in�uene the value of P . The value r is the urrent round, and G is the total number

of devies that have not been CH in the last 1/P rounds. After the deision has been made by a

devie, the self eleted CH then broadasts an advertisement message to its surrounding devies with

maximum power. This is done by all the CHs in the urrent round using CSMA/CA. A non-CH will

then hoose its CH based on the highest RSS level of the advertisement message by sending a join

request to the hosen CH.
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Cluster Set-Up Phase

After the CH has invited its members, it reates a TDMA shedule telling eah devie in the luster

when it may transmit its data. The devies in a luster will have their radio turned o� after reeiving

the TDMA shedule and only turn it on to transmit its data to the CH as well as when a new round

begins. After the reeption of eah devies data, the CH will then aggregate the data and transmit it

to the GW by using di�erent Code Division Multiple Aess (CDMA) odes to prevent data ollision

with other CH transmissions.

Disussion

The LEACH protool proposes a luster based energy e�ient strategy for WSNs, by use of RSS. As

the OpenSensor board, used in this projet, does not support RSS measurement it is not possible to

implement this strategy on the OpenSensor board. However some approahes, suh as; the TDMA

whih is used to keep the inter luster ommuniation, the dynami shifting of the CH due to fairness

and whether a CH hooses to be a CH or not based on the battery level an all be a part of the

implementation on the used OpenSensor board.

In the following setion, the possibilities of a ooperative network, with respet to an implementation

on the OpenSensor board, is desribed.

5.2 Cooperative Data Transmission

The following will desribe the data transmission in the Cooperative MAC protool for this projet

and point out whih features is needed to ensure reliable ommuniation with minimum overhead.

The senario is similar to the one of One4All shown in Figure 1.5 where devies form lusters to relay

data to the GW. When only one RF interfae and one frequeny is available, eah transmission will

blok others. Thus pakets are not relayed through the CH but transmitted diretly to the GW. This

approah will minimize the number of transmissions and lead to better performane.

The senario of the ooperative protool is shown in Figure 5.4 where devies are partially onneted

in lusters i.e. no data links are reated between devies, but only a relationship and awareness of

eah others presene (dashed lines). The data �ow is going diretly to the GW (solid lines).
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Figure 5.4: Two ooperative lusters in the ooperative protool. Devies are onneted in lusters (dashed
lines) and the data �ow is going diretly to the GW (solid lines).

The lustering of devies will be investigated further in Setion 5.3, but for now it is assumed that the

lusters are reated and in a �xed state i.e. no devies are entering or leaving a luster. The following

desribes the events that ours in the network under the assumption of saturation i.e. all devies

have a paket in the bu�er immediately after transmitting the previous.

5.2.1 RTS/CTS Handshake

The devies in the luster have pakets ready for transmission and they must enter a ontention state

to aess the medium. The CH is responsible for negotiating with the GW. It will try to perform the

RTS/CTS handshake as in CSMA/CA, the handshaking proedure is shown on Figure 5.5, but like

paket aggregation the RTS paket must tell how many pakets or how long time the medium must

be reserved for. Upon suessful reeption of an RTS, the GW replies with a CTS and the CH has

aess to the medium. Eah devie in the luster must also reeive the CTS to be informed about the

medium reservation, rather than having the CH telling them.
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Figure 5.5: Communiation between a luster onsisting of two devies, a CH and the GW. The CH
initiates by sending a RTS to the GW whih replies with CTS. The CTS will be heard by both CH,
D1 and D2, represented by the dashed line. D1 and D2 will wait a blok duration with their payload
transmission. Finally the GW will send an ACK whih will be heard by the luster.

Problem 1: The CH or some devies in the luster does not hear the CTS.

Solution 1: The CTS is needed to inform about reservation of the medium to the luster. If it is not

heard by a devie, the reserved time slot for that devie will be wasted.

5.2.2 Payload

When a CTS is suessfully reeived from the GW, the atual data transmission an begin, see Figure

5.5. For simpliity and fairness the CH will be the �rst to transmit followed by the remaining devies

in a token ring fashion. The CH needs to pass on the token to the next devie in the token ring. This

an be done in several ways:

Ative Token Passing

In ative token passing a devie will transmit its data and send a small paket with the token to the

next devie. The new token holder will, like the previous devie, send its data and pass the token to

the next devie.

Problem 2: Large overhead by adding additional transmissions.

Solution 2: Opportunisti Listening
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Opportunisti Listening

Rather than literally passing the token, it is more e�ient for the next devie just to overhear the

transmission of the previous, to determine when it is time to transmit.

Problem 3: Nodes are dependent on hearing the transmission from the previous one to initiate its

own transmission. This way the token passing an be jeopardized by interferene and bit errors.

The impat of an erroneous paket in the overhearing approah an potentially lead to a hain

of failures whih is illustrated in Figure 5.6.

Solution 3: TDMA

Figure 5.6: If the data pakets are used for token passing, the token ring an be broken by an erroneous
paket. In this example the paket from Node 1 is reeived orretly by Node 2 whih will start its
transmission. Now for some reason e.g. interferene, Node 3 will not reeive the paket from Node 2 and
ontinues listening inde�nitely. For this reason both Node 3 and 4 will never transmit their data.

TDMA

Another approah is to make the token passing time based, i.e. when the CTS is reeived by the

luster nodes, they will take turns in a TDMA like fashion. This an save energy by letting the node

enter sleep mode and not using energy on reeiving pakets from others, but it requires a �xed length

of data pakets and a way for the node to know its own priority in the token ring. The TDMA token

ring is used in LEACH and One4All and is illustrated in Figure 1.6 B).

The TDMA based approah is hosen for the Cooperative MAC protool in this projet as it is the

most e�ient transmission sheme.
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5.2.3 ACK

When the pakets are reeived by the GW, ACK must be sent to aknowledge eah paket. This an

be done either by individual ACK to the devies after eah paket or by a ommon blok ACK to

the luster following the last data paket. The last approah is used in both Paket Aggregation and

Cooperative MAC and is the obvious hoie as it will minimize overhead.

5.3 Cluster Formation

In this setion it is desribed how the lusters an be formed in the Cooperative MAC protool. First

a senario of the formation will be desribed, then a state diagram desribing the di�erent states of a

devie during luster formation will be outlined.

5.3.1 Cluster Creation

The inspiration of luster formation is found from the ZigBee protool desribed in Setion 5.1.1.

Figure 5.7 shows that the �rst devie entering the system will detet no ativity and form a new

luster with itself as CH. The devie is utilizing the bako� mehanism of the CSMA/CA protool to

detet ativity rather than just use dediated time to listen for ativity. The bene�t of this approah

is that the devie will just transmit its data normally using the CSMA/CA protool when it is alone

in the network and not waste time to listen for ativity. If ativity is deteted the join mehanism

desribed in Setion 5.3.2 will be performed.

Figure 5.7: The �rst devie is entering the system and sense no ativity in the ontention phase, therefore
a new luster is formed.

An extended sequene diagram for the paket ativity an be seen in Figure 5.8 where a devie during

the bako� period is sensing no ativity on the medium. It will then transmit its data and at the same
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time request to form a new luster with itself as CH by the RTS. The GW will assign an External ID

to the devie in the CTS. This is desribed further in Setion 5.3.3.

Figure 5.8: A devie is deteting no ativity during the bako� period. It requests to form a new luster
while it transmits its data.

Problem 4: The CTS, payload or ACK are not reeived by the devie or GW.

Solution 4: The GW is assigning the External ID to the devie and transmit it with the CTS if this

is not reeived by the devie it will never transmit the payload and then think it is not assigned

the external ID. In this ase the GW must keep the external ID ombined with the MAC address

of the devie and either assign it to the devie if it request again or release it after a ertain time.

If the payload or ACK is lost but the CTS is reeived the assignment of the external ID will not

be a�eted, sine the CTS was reeived and the devie an use this for future transmissions.

5.3.2 Cluster Joining

When a new devie is deteting ativity on the medium, more spei�ally by deteting ontrol pakets

(RTS, CTS or ACK) to other nodes, it will try to join the luster whih generates the ativity. The

ativity will be deteted in the ontention phase where ontrol pakets, if any, will be overheard. The

join proedure an be seen in Figure 5.9, where a devie is sending a Join Request to the CH of the

luster where the ativity was deteted. The Join Request is aepted and the CH will reply to the

joining devie with a Join Aept message whih means that the devie is added to the luster.
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Figure 5.9: The devie sends a Join Request to the CH of the luster and reeives a Join Aept.

If the luster is full the Join Request will be rejeted. A new devie an also detet that a luster is

full by looking at the duration �eld in the ontrol pakets. In this ase the knowledge of ativity will

be disarded. Ativity from a seond luster may be deteted later, but if not, the devie will reate

a new luster with itself as CH. This an be seen in Figure 5.10.

Figure 5.10: The devie sends a Join Request but the luster is full. Therefore the devie will form a new
luster.

When ativity is deteted the devie will try to join the ative luster. It is allowed to do so when it

an reserve the medium for data transmission by the spei�ations of CSMA/CA. The devie will do

an RTS/CTS handshake with the GW, send its data, reeive ACK, and then send the join request to

the luster and wait for reply. This way the node will both transmit its data and join a luster in the

same session. The sequene of the join proedure an be seen in Figure 5.11.
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Figure 5.11: Sequene diagram for the join proedure.

Problem 5: A new devie an reeive several ontrol pakets from/to other lusters.

Solution 5: For eah reeived ontrol paket sent from/to a non full luster, the devie will update

the potential luster and try to join the most reent potential luster.

Problem 6: Most reent potential luster is full when the devie is allowed to join (i.e. another

devie has joined)

Solution 6: The CH will reply with a Join Rejet and the devie will reate a new luster.

Problem 7: Cluster membership without knowing it (Double membership). This problem ours

when a devie is aepted by a luster, but does not hear the reply from that luster. In this

ase the devie will join the next luster on its list.

Solution 7: The �rst applied luster will notie the absene of the devie with double membership

and remove it from the luster.
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5.3.3 Cluster Identi�ation

A devie that ooperates with other devies in the network has three ID's: The stati MAC address,

an Internal ID whih identi�es eah devie within the luster and an External ID whih identi�es the

luster whom the devie belongs to. In the following, these ID's are desribed.

Internal ID

The devies in eah luster needs to know in what order they are allowed to transmit in the token

ring. This is aomplished by assigning an Internal ID to eah devie in the luster. The reator of

the luster takes on 0 as internal ID and new devies entering the luster are assigned 1, 2, 3 et.

orresponding to the order in the token ring. E.g. a devie with internal ID 2 must wait two slots

after reeiving CTS before transmitting. The waiting time is based on the time it takes a devie to

transmit its payload, this means that devie 2 will wait two payload TDMA slots before it transmit its

own payload. The internal ID is assigned by the urrent CH when a devie is aepted in the luster.

External ID

Eah luster in the network is assigned an External ID. This is done so that eah devie is aware of

whih luster they belongs to and also to know when their luster has hannel aess. The external

ID is assigned to a devie that reates a luster by the GW. As the Internal ID, the GW assigns 0 to

the �rst devie that request for reating a luster and 1 to the seond et.

Figure 5.12 shows an example of an ID-list of a luster.

Figure 5.12: ID-list in a luster, showing 4 devies listed in rows where the �rst olumn shows the MAC
address, followed by the Internal ID and the last olumn shows the External ID whih represents the
luster ID.
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5.3.4 Devie States

Eah devie an enter di�erent states in the luster formation. These states are de�ned as follows:

New Devie, Joining Devie, Rejeted Devie, CH and Member. The state a devie may enter is

dependent on the number of devies a luster onsists of. A state diagram of this is shown in Figure

5.13.

Figure 5.13: Di�erent states a devie an enter during the luster formation phase.

In the following, an explanation of these states is given.

New Devie: As desribed in the previous setion, a devie is initiated by being in this state, where

it is new to the system. From this state it may enter one of the following two states: Joining

Devie, or CH. Before it enters any of these states it will listen for ativity on the network.

Joining Devie: If any available luster is deteted, the devie will go to the Joining Devie state

and try to join a luster.

CH: If there are no available lusters, the devie will form a new luster with itself as CH and go to

state CH.

Member: If the devie is permitted to join a luster it will enter this state meaning that it is now

an ative member of the luster.

Rejeted Devie: In ase the devie is not permitted to join a luster it will enter this state meaning

that it has been rejeted by other lusters e.g. if the luster is full. From this state the devie

will go to the CH state and form a new luster.
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5.4 Cluster Maintenane

In this setion it is desribed how luster maintenane an be done in the Cooperative MAC protool.

Maintenane inludes several mehanisms and features to keep the luster updated at all times so no

devies are left out and no deadloks our. It is deided to group maintenane in this projet in

terms of two main maintenane tasks within the luster:

1. Devies joining and leaving the luster (join/leave or not)

2. CH role passing between devies (�xed or dynami CH)

No join/leave Join/leave

Fixed CH Setion 5.4.1 Setion 5.4.2

Dynami CH Setion 5.4.3 Setion 5.4.4

Table 5.1: Four di�erent ases of maintenane. Eah ase is desribed in the respetive setions.

Combinations of these two tasks an de�ne four di�erent omplexities of the system as illustrated in

Table 5.1. In the following setions eah of these ombinations will be desribed to identify how the

protool should be designed to avoid errors and deadloks. Ultimately the protool must support both

dynami CH, joining and leaving, but it is onvenient to desribe simple variations of the protool to

make the individual mehanisms more lear.

5.4.1 Fixed CH with No Join/Leave

In this simple �rst ase it is assumed that the luster size is stati and only one devie may be CH

i.e this is pure data transmission without any kind of maintenane. The data transmission of the

ooperative MAC protool is already desribed in Setion 5.2 and will not be further elaborated here.

5.4.2 Fixed CH with Join/Leave

In this ase the CH is kept �xed, but devies are allowed to join and leave the luster. The join

proedure is already desribed in Setion 5.3 as the luster formation. Here it is also desribed what

happens when the luster is full or no lusters are present. Through this, the fous in this setion will

be devies leaving the luster. There are two ways a devie an leave a luster:

1. The devie is polite and informs the CH of its leaving (intended leaving)

2. The devie breaks down, goes out of range et. without the CH knowing (spontaneous leaving)

The details of these two events are desribed below to deide whih approah to use.
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Intended Leaving

A node that wants to leave the luster will send a Leave Request to the CH. This an of ourse not

be done in the reserved data transmission window, but must be done after the reeption (or timeout)

of ACK and a SIFS. The sequene of intended leaving is illustrated in Figure 5.14. If the CH leaves,

it must send a leave request as broadast to the luster nodes and the luster is disbanded.

Figure 5.14: The Leave Request is sent after an ACK is reeived from the GW. The CH replies and the
leaving devie is removed from the luster.

Intended leaving is the polite way to leave a luster, but failures may our and the protool should

still ontain mehanisms for deteting inative members. In a real senario it is hard for a node to

know when it must send the Leave Request as it may suddenly be out of range. Also it is hard to

think of a situation where it is bene�ial for a devies to leave the luster in a saturated senario.

Spontaneous Leaving

If a node leaves the luster unintended beause of error, the system must have a way to detet that a

node is missing. As there are typially no diret ommuniation between the nodes in the luster, the

only way to detet the absene of a node is to look in the blok ACK. Here a �ag will be unset for

the erroneous node and the others will be aware of the failure. Random bit errors may our in the

transmission and the erroneous node may still be present in the luster even though the ACK indiates

otherwise. Thus the deision whether the node has failed or not should be taken based on onurrent

failures. A threshold for onurrent failures should be spei�ed. The state diagram in Figure 5.15

shows how the CH or devie an detet that a member has left, and kik it from the luster.
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Figure 5.15: State diagram showing how the CH should make the deision to kik a leaving member.

In this approah no leave messages are sent from the member devie or the CH. Thus the failing

member must also detet that it reeives Negative Aknowledgement (NACK)s and leave the luster

as it will be kiked by the CH even though it is still ative. This is done similar to the detetion at

the CH and is illustrated in Figure 5.16.

Figure 5.16: State diagram how a member deides to leave a luster.

Problem 8: If the CH is the erroneous devie, the other nodes in the luster will enter a state of

deadlok and not be able to transmit their data.

Solution 8: To solve this a timeout must be de�ned to let the nodes disband the luster and �nd a

new one.

Problem 9: The kik and leave is based on ACK failures, but if a member is out of range it will not

reeive CTS, not send its data and not reeive NACK or get ACK timeout. It may get bak in

range and still assume membership of the luster even though it has been kiked by the CH.
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Solution 9: The luster is reorganized, as desribed in the following, when the member is kiked,

and most likely the kiked member will ollide with another member. This will introdue NACK

for the olliding members and they will get kiked and leave aording to Figure 5.15 and 5.16.

Cluster ID Update

In either leave ases, the ID list desribed in Setion 5.3.3 needs to be updated suh that the remaining

devies an maintain the token ring transmission pattern. In ase that a devie is assumed to have

left as desribed in Setion 5.4.2 the luster ID list will be updated by the CH or the last devie

in the token ring depending on whether an ative or passive ID update mehanism is used. These

mehanisms will be desribed in the following and shown in Figure 5.17.

Figure 5.17: Devie 2 in the luster has left/failed. The ative ID update approah is shown in the middle
where the CH is requesting Devie 4 to update. The passive ID update approah is shown to the right
where devie 4 is replaing devie 2 passively using opportunisti listening.

Ative ID Update

In ase of ative ID update the CH will exeute the following proedure after reeiving ACK:

1. Send an ID update request to an ative devie with the highest Internal ID within the luster

requesting this to replae the devie with the removed/leaved devie.

2. Expet a reply from that devie, aepting the ID update.

Problem 10: ID update request is not reeived by the intended devie.

Solution 10: CH will retransmit until a prede�ned threshold. In ase of no response after the

retransmissions the CH will assume that the devie is inative hene remove it from the luster.
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This proedure will be arried out until the CH �nds a replaement or until there are no devie

left in the luster.

Problem 11: ID update reply is not reeived by the CH.

Solution 11: Same solution as for Problem 10.

Passive ID update

In this approah, all devies in the luster must monitor blok ACKs to detet inative member. In

ase of the passive ID update the devie with highest ID in the luster will perform the following

proedure:

• Change the Internal ID suh that it replae ID of the leaving devie.

The CH will then reserve the medium for one slot less in the next handshake beause it also detets

that a devie has left by listening to the ACKs.

Problem 12: If ACK timeout ours for some members in the luster, they will not detet inative

members in time. An example is a luster of �ve devies, where devie 0 is CH, if devie 3 is

deteted to have left by 4 but not 0, devie 4 will replae 3 and 1 will still reserve the medium

for a duration of �ve even though there are just four devies in the luster.

Solution 12: The time of detetion does not need to be the same. The outome of the example will

be that one slot is wasted but the CH will later detet that there are just four devies in the

luster and reserve the medium for the right duration.

If devie 4 does does not detet the leaving devie 3, it will not replae it. As a onsequene no

time slot will be reserved for devie 4 by the CH. Devie 4 is now fored to leave and rejoin the

same or another luster.

Problem 13: If two devies leave the luster at the same time.

Solution 13: The devie with the highest Internal ID will replae the one of the leaving devies.

After another period the last leaved devie will be replaed by the next highest devie.

As it an be seen the ID update an be performed both atively and passively. In best ase the ative

ID update will introdue additional overhead while the passive is utilizing the opportunisti listening

approah hene no additional overhead. In worst ase where more than one devie leaves, the ative

approah an lead to many update messages while the passive will result in unused reserved slots. It

is assumed that the situation where more than one devie leave at the same time is rare, therefore

the approah is seleted based on best ase, hene the passive ID update approah is hosen for the

Cooperative MAC protool.
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5.4.3 Dynami CH with No Join/Leave

To ensure fairness, the role of CH should be shifted around within the luster to spread the energy

onsumption equally among the devies. This is further disussed in Setion 5.4.5. A simple rule

would be to let the CH role be passed on to the next devie along the token ring after eah suessful

data transmission, but it must be disussed how to perform this swithing task. In the following, two

CH swithing approahes are desribed:

Ative CH Swith

The role of the CH an be hanged atively within a luster guaranteeing that there is one CH present

at any given time. This is ahieved by exeuting a handshaking proedure between the urrent CH

and the next devie in the token ring.

The ative CH role swithing proedure is initiated by the urrent CH transmitting a CH Swith

Request to the next devie. Upon a suessful reeption of the CH Swith Request, the new CH will

reply with a CH Swith Reply. Thereby the newly seleted devie will takeover the role as CH for the

next upoming turn within its luster.

Problem 14: The urrent CH does not reeive a reply from the next possible CH.

Solution 14: The CH Swith Request paket will be retransmitted to the same devie for a �xed

number of times, and if there is still no reply from the devie the CH will assume that the devie

is inative and move on to the next devie. Beause of this, eah devie in a luster needs to

listen to the CH Swith Request.

Passive CH Swith

In the passive CH swith approah the CH role will be passed on passively by use of opportunisti

listening in the luster. Eah devie in the luster has an Internal ID and hene they will know when

to take the CH role sine they listen to the CTS and ACK as it has been desribed previously. In this

approah, either the CTS or ACK must be heard in order to take the CH role. In Table 5.2 is an be

seen how the reeption of CTS or ACK on both the CH and the next devie on the token ring a�ets

whether the outome is a suessful CH swith or not.
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CH Next devie Outome

CTS ACK CTS ACK

0 0 0 0 No CH swith (One CH)

0 0 0 1 Dupliate (Two CHs)

0 0 1 0 Dupliate (Two CHs)

0 0 1 1 Dupliate (Two CHs)

0 1 0 0 Deadlok (No CH)

0 1 0 1 Suessful CH swith

0 1 1 0 Suessful CH swith

0 1 1 1 Suessful CH swith

1 0 0 0 Deadlok (No CH)

1 0 0 1 Suessful CH swith

1 0 1 0 Suessful CH swith

1 0 1 1 Suessful CH swith

1 1 0 0 Deadlok (No CH)

1 1 0 1 Suessful CH swith

1 1 1 0 Suessful CH swith

1 1 1 1 Suessful CH swith

Table 5.2: Reeption of CTS and ACK at the CH and next devie in the token ring, and the possible
outomes of the passive CH swith. In the table, 0 indiates that the paket is not reeived and 1 that it
is.
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As seen in the table there are several events that may lead to failure in the passive CH swith, these

failures will be elaborated in the following problems:

Problem 15: No CH swith. If neither the CH nor the next devie hears the CTS or ACK, they

will not know about the transmission even though other devies in the luster might have

transmitted.

Solution 15: This ase will not ause problems for the CH swith, sine the swith will just be

postponed to next luster transmission, hene the CH will retain the role for one more round.

Problem 16: Dupliate CH. If the CH does not hear the CTS or ACK while the next devie does,

it will result in two CHs sine the �rst CH will still think that it is the urrent CH, while the

next devie also thinks it is CH. This problem will lead to two CHs ontending for the medium.

Solution 16: This will not be a problem sine one of them eventually will get aess to the medium

while the other devie listen to this. By obtaining this information the CH that did not get

aess an just abandon the CH role sine it knows another luster member has this role.

Problem 17: Deadlok. If none of the ontrol pakets are heard by the next devie in the token ring,

the CH will still think that it has passed on the CH role, leading to luster deadlok sine no

devies are CH.

Solution 17: This problem an be solved by letting the CH that has passed on the role supervise

the next i.e. monitor that the new CH is sending RTS within a prede�ned time span. If there is

no ativity from the new CH within the time span it must be assumed that the new CH is not

aware of its role or absent and the previous CH an take the role again.
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Figure 5.18: The ative CH swith to the left, where swith messages are exhanged between the urrent
and next CH. The urrent CH hanges its role to Member after the swith. To the right, the passive CH
swith is performed with use of opportunisti listening.

The ative and passive CH swith is illustrated in Figure 5.18. It an be seen that the problems

introdued by the passive CH swith an be solved and are thus not ritial disadvantages. It an be

seen as well, that it is an advantage that the passive CH swith does not introdue additional overhead

sine the priniples of opportunisti listening is utilized.

5.4.4 Dynami CH with Join/Leave

This sheme is similar to the sheme desribed in Setion 5.4.3 where the CH role an be passed on

dynamially within the luster by the passive or ative CH swith approah. In this sheme however

it it possible for devies to join or leave the luster after the luster formation. New devies may join

the luster as desribed in Setion 5.3 and devies within the luster may leave.

The mehanisms for CH swith and join/leave does not on�it as the only extra transmissions is the

join request/reply.

Problem 18: The next CH has just left the luster whih leads to deadlok.

Solution 18: The previous CH should monitor the urrent CH until either RTS of CTS is reeived by

the previous CH. The monitoring should last CWmax ∗ Slot time + Busy medium (see Setion

1.1). This time is the maximum ontention period and the new CH must transmit RTS within

this period. If not, the previous CH will be CH one more and perform the handshake. The

erroneous member will then again be CH and this ontinues until the threshold for of NACKs

is reahed and the member is kiked.
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5.4.5 Fairness Aspets of Cooperative MAC

The idea of having dynami CH in a luster also provides greater level of fairness ompared to

CSMA/CA and Paket Aggregation. Even though CSMA/CA should introdue fair sharing of the

medium among the ontending devies, this is not neessarily the ase for a pratial senario. In a

stati setup where the loations of the devies and the AP is relatively �xed, some devies might expe-

riene better hannel onditions than others, due to the signal propagation, leading to unfair sharing

of the medium. This an be seen whenever a ollision in theory should our, where the devie with

better hannel ondition will get the medium without ollision. This unfairness will eventually be

worsened for Paket Aggregation sine the medium is obtained for longer periods. On the ontrary

the Cooperative MAC is likely to o�er a fair aess to the medium due to the dynami CH approah,

beause it always will be random CHs whih ontends for the medium instead of the same �xed CHs.

Another bene�t of dynami CH swith is that the energy onsumption within the luster is fairly

distributed beause they will have the task of ontending for the medium in shifts while the other

members an stay idle and save energy as desribed in [WRHB00℄.

The fairness aspets of obtaining the medium in the Cooperative MAC will be that the lusters will

have the same probability to obtain the medium as the devies ating individually before they join.

Hene no devies are given preferential treatment in the ontention for the medium.

5.5 Transmission and Maintenane Algorithms

In Setions 5.2, 5.3 and 5.4 it has been disussed how the ooperative protool should work and how

to handle the omplex task of maintenane. This setion will present the algorithms of the features

in the protool as ativity diagrams.

5.5.1 Cluster Formation

The algorithm desribed in this setion is based on the desription of luster formation desribed in

Setion 5.3. This algorithm is depited as an ativity diagram in Figure 5.19. The formation operation

is intended to be exeuted only one. In this ase, the algorithm will be exeuted when a devie is

turned on.
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Figure 5.19: The luster formation algorithm

Initially a devie exeuting the luster formation algorithm will start ontending for the medium.

While ontending, eah devie is expeted to listen for any ontrol pakets in the system. In ase of

detetion of an available luster, the External ID will be stored and a Join Request paket to this

address will be generated.

After reeiving an ACK from the GW, the devie will either reate its own luster or join an existing

luster. This deision depends on whether the devie has reated a Join Request or not. In ase of a

reated Join request, the devie will send this paket to the onerning CH. Depending on the reply

from the CH, the applying devie will either join a luster or reate its own and be a CH.

In ase where the devie won the ontention without deteting any ontrol pakets it will reate its

own luster.

The algorithms desribed in the following setions take their starting point from the Cluster formation

algorithm, and therefore depends on whether the devie is a member or a CH.

5.5.2 Data Transmission

In Setion 5.2.2 it was deided to use the TDMA approah for data transmission. The ativity diagram

in Figure 5.20 shows how the data is transmitted when the TDMA approah is used. If the devie is

a CH it will perform a handshake with the GW to reserve the medium for the amount of time needed

to make all members of the luster able to transmit their data. When the medium is obtained the CH
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will transmit its payload and wait for the members to transmit. After the transmission, the GW will

send an ACK to the luster. If the devie is not a CH it will listen for a CTS destined for the luster,

by omparing the Internal ID of the CH with its own Internal ID in the token ring it will know when

to transmit its payload.

Figure 5.20: The data transmission algorithm. The TDMA approah is used to shedule when to transmit
payload.

5.5.3 Maintenane

Maintenane inludes the tasks of handling leaving and joining devies in the luster, and swithing

the CH for fairness. The task of handling join/leave an be seen in Figure 5.21.

The task of swithing the CH is shown in Figure 5.22. Eah �gure is followed by a short desription

to elaborate the algorithm.
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Figure 5.21: Maintenane using the TDMA token ring approah in the system

The �rst maintenane algorithm shown in Figure 5.21 desribes how to handle joining and leaving

devies in a TDMA based system with saturated throughput.

In the ontention phase of the system, the CH may reeive a Join Request and will reply immediately

with either aept or rejet. The CH will update the luster Internal ID list and ontinue with

ontending. If the CH wins the ontention, devies in the luster will perform the data transmission

proedure.

After the data transmission, eah devie will hek for any inative members and update the Internal

ID, desribed in Setion 5.4.2.

Figure 5.22: The CH swith mehanism

The diagram in Figure 5.22 illustrates the algorithm for swithing of the CH using the passive approah
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desribed in Setion 5.4.3. After the data transmission has �nished, the CH will passively pass on the

CH role, and the next devie will take it based on the information in the CTS and ACK.

5.6 Summary

This hapter has disussed various ways to organize both data transmission and maintenane of the

Cooperative MAC protool. Two state of the art MAC protools were investigated, namely ZigBee

and LEACH, with regards to their ooperative features. ZigBee provided inspiration to addressing

and assignment if IDs in the network, while LEACH provided inspiration for the joining mehanism.

It was hosen to do most maintenane task passively based on the existing ontrol pakets in the

system. I.e. CH swith, token passing and leaving. Joining a luster is the only task that is done

atively by sending Join Request / Join Reply. Transmission of payload pakets was hosen to be

TDMA based as it is believed to be the most e�ient.

Finally, transmission and maintenane algorithms was illustrated in ativity diagrams to ease the

ooperative design whih will be desribed later.

The hoies about maintenane tasks in this hapter has an impat on the performane analyzed in

Setion 2.3. This subjet is addressed in the next hapter to determine the downsides of Cooperative

MAC.



Chapter 6

Maintenane Analysis

In this hapter a mathematial model for maintenane in the ooperative MAC protool is desribed.

In Chapter 5 the need for various kinds of maintenane was investigated and it was onluded that

most maintenane tasks ould be performed passively by olleting knowledge from the ontrol pakets

in the luster. The only ase where ative maintenane is needed, resulting in additional overhead, is

when new devies join a luster. It should be noted that this join/leave model is only meant as an

example of how to analyze the problem and will not inlude all mehanisms desribed in Chapter 5.

The model desribed here is based on the one used in Setion 2.3. In order to derive the model, the

following assumptions are onsidered:

• Clusters are formed. Cluster formation will not be onsidered in this model.

• Eah luster onsist of cm devies inluding the CH.

• Eah devie in a luster may deide to leave the luster after its own transmission have been

ompleted.

• Clusters are onsidered to be in steady state. To maintain the steady state of eah luster, the

number of the average leaving devie must be equal to the average number of devies that joins the

luster.

• Fair hannel aess.

• No bit errors our in any transmission.

Some new parameters are introdued in order to derive the model:

• PL is the probability for a devie to leave its luster after transmitting payload.

• PJ is the probability for a devie to join a luster after the luster session.
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• HL is the threshold for onseutive missed payload slots for a devie. When this is reahed, the

devie is onsidered to have left the luster.

• TJ is the time spent on the hannel when a devie joins a luster.

For the system to be in steady state we have PL = PJ .

TJ is the sum of a Join Request paket, two SIFS and a Join Aept (or Rejet) paket.

The senario for the system is a plae where devies are staying in range for longer times, whih means

low probability to join or leave. A worst ase senario ould be pedestrians walking by eah other,

while they are approahing eah other a luster an be formed and maintained as long as they are in

range. In this period many pakets an be transmitted, therefore the probabilities to join or leave in

the analysis will be assumed to be rather low, namely:

• PL=PJ=0.001, 0.01 or 0.1

6.1 Impat on Saturated Throughput

When devies are allowed to join and leave, both overhead and ine�ient hannel utilization is intro-

dued. Aording to the protool for leaving a luster desribed in Setion 5.4.2, a devie will just

leave and the luster will detet this based on unused slots when sending payload.

Eah devie has a probability PL for leaving its luster. From this, the number of leaving devies from

a total of n devies an be alulated. This number is a binomial random variable as the leaving of

devies are independent trials with a binary output spae. The probability of l devies leaving is thus:

P (l devices leaving cluster) =

(

n

l

)

P l
L(1 − PL)n−l (6.1)

The average number of leaving devies after transmitting payload E[L] is then:

E[L] =
n

∑

l=0

l

(

n

l

)

P l
L(1 − PL)n−l (6.2)

The problem with Equation (6.2) is that n will hange for eah session as devies leaves and joins.

This is illustrated in Figure 6.1 where two devies leave a luster of eight devies in the �rst session.

In the seond session, only one leaves, beause only six devies are left in the luster.
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Figure 6.1: Join/leave senario with varying joining and leaving devies.

E[L] for the seond session should then be alulated as:

E[L]′ =

n−E[L]
∑

l=0

l

(

n − E[L]

l

)

P l
L(1 − PL)n−E[L]−l (6.3)

It is assumed that this will onverge when devies are joining after the seond session, but we just use

E[L] as PL is small.

Thus, the saturated throughput is given as:

Sc =
P c

s (cmE[P ] − E[L]E[P ])

E[Ψ] + P c
s T c

s + (1 − P c
s )Tc + E[L]TJ

(6.4)

This is only valid for HL = 1 whih means that any devie missing a payload slot will be kiked from

the luster. For simpliity, a model with higher values of HL will not be disussed in this projet.

Figure 6.2 shows the model of the throughput with di�erent join/leave probabilities. From this �gure

it is obvious to see that as the join/leave probability inreases, the throughput will derease. However

it an also be seen that the join/leave probabilities of 0.01 and 0.001 has very little impat on the

throughput. Even with the worst ase with join/leave probability of 0.1 the throughput is still around

0.33.
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Figure 6.2: Impat on the throughput with di�erent join/leave probabilities. The bold dashed line is the
model without join/leave.

6.2 Impat on Channel Aess Delay

Additional delay when a devie joins must be added to Equation (2.25). It is assumed that the average

number of devies in the system is stable and leaving devies will not introdue additional delay. To

alulate the joining time TJ , it is assumed that for every leaving devie a new is joining. That is,

E[L] devies is joining between eah luster session. This is illustrated in Figure 6.3 as green join slots

Figure 6.3: Average delay for a luster. The green slots represent the additional joining delay in ase of
three lusters.

The additional delay E[DJ ] is then:
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E[DJ ] = CE[L]TJ (6.5)

Where C is the number of lusters in the network.

Thus the ooperative hannel aess delay is:

Ec[D] =
E[Nc](E[BD] + Tc + TO) + E[BD]

cm

+ E[DJ ] (6.6)

Figure 6.4 shows the model of the delay with di�erent join/leave probabilities. It an be seen that the

hannel aess delay for join/leave probabilities 0.01 and 0.001 is almost the same as for no join/leave,

hene it is hard to distinguish the lines in the �gure and see any impat. For join/leave probability

0.1 the delay is just a little higher.
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Figure 6.4: The impat on hannel aess delay with di�erent join/leave probabilities. The bold dashed
line is Cooperative MAC with no join/leave. The hannel aess delay for join/leave probability 0.1 is a
little higher, for 0.01 and 0.001 the delay is almost the same as no join/leave.
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6.3 Impat on Energy Consumption

The equation for average energy onsumption in ase of a join/leave senario is the same as Equation

(2.29) for a �xed senario. The di�erene is the times for transmission T c
tx, reeption T c

rx and listening

T c

li
. The idle time T c

i
is unhanged. The hange in energy onsumption for the join/leave senario

does only onsider the energy for the established lusters and does not onsider the joining devie.

As desribed in Equation (6.2) the average number of joining/leaving devies is E[L]. The join/leave

ontribution to T c
tx is thus:

E[L]TJR (6.7)

, where TJR is the time it takes to send a Join Request/Reply.

Eah luster reeives the Join Requests to other lusters and to itself. Also it must reeive all Join

Replies exept its own. The join/leave ontribution to T c
rx is thus:

CE[L]TJR + (C − 1)E[L]TJR = (2C − 1)E[L]TJR (6.8)

The additional listening time is the SIFSs before join requests/replies. The join/leave ontribution to

T c

li
is thus:

CE[L]2SIFS (6.9)

The results an be seen in Figure 6.5. It an be seen that the impat for join/leave probabilities 0.001

and 0.01 is almost none. For probability 0.1 the energy onsumption is slightly higher.
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Figure 6.5: The impat on energy onsumption with di�erent join/leave probabilities. The bold dashed
line is for Cooperative MAC with no join/leave. The impat for 0.001 is not visible, for 0.01 and 0.1 the
energy onsumption is just slightly higher.

6.4 Summary

In this hapter the maintenane in the Cooperative MAC protool has been analyzed. A mathematial

model has been developed based on the model proposed in Setion 2.3. The developed model shows

how leaving and joining a luster impats on the performane parameters saturated throughput,

hannel aess delay and energy onsumption.

Calulations have been performed using MATLAB and the results are shown in Figure 6.2, 6.4, and

6.5. Figure 6.2 shows that join/leave probability 0.001 and 0.01 is having very little impat on the

throughput while 0.1 has a little higher impat. Figure 6.4 similarly shows that Cooperative MAC

where join/leave is introdued, is able to maintain hannel aess delay at the same level as for no

join/leave. Figure 6.5 also shows that the join/leave maintenane has little impat on the energy

onsumption.

Generally it an be seen that the impat of the join/leave maintenane is very little and it an be seen

that the Cooperative MAC protool is able to maintain good performane even when maintenane

must be performed.



Chapter 7

Cooperative Design

This hapter desribes the design of the Cooperative MAC protool. The foundation of all three

MAC protools in this projet is already designed in Chapter 4 and this hapter will only desribe

the speial features found in Cooperative MAC.

Cooperative MAC ontains a signi�ant extra amount of funtionality ompared to CSMA/CA and

Paket Aggregation. Instead of desribing all this within the Cooperative MAC protool box from

Figure 4.1, the box is extended with sub boxes to organize the funtionality. The new Cooperative

MAC struture is illustrated in Figure 7.1.

Figure 7.1: The Cooperative MAC is extended in the Protools layer with modules for ooperative tasks.

A box for both devie and GW is plaed in the top and three sub boxes is plaed below them. Both

devie and GW is allowed to use the sub boxes as well as the boxes in the Modules layer of Figure

4.1.
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7.1 Cooperative Modules

The following setion will desribe the funtions of eah sub box with regards to input, output and

funtionality. The devie and GW boxes will be desribed in Setions 7.2 and 7.3 respetively.

7.1.1 Cluster Table

Eah devie ontains a table showing whih Internal IDs are urrently oupied and whether the

devie holding the ID is ative or not (blaklisting). This table is used to reserve the medium for the

orret amount of time by the CH. The blaklisting in the table an be used to determine when to

kik a devie from the luster. The funtions in the Cluster Table box is desribed in the following

regarding funtionality and input/output.

GetDuration

The Cluster Table box ontains a funtion to alulate the duration when reserving the hannel. The

output from this funtion is used e.g. as input to Handshake. The funtion will alulate the sum of

oupied IDs in the luster table and subtrat one to return the number of members i.e. luster size

minus one.

Input: None.

Output: Duration (integer) orresponding to the number of ative members in the luster (urrent

aggregation level).

BlakList

For every blok ACK reeived, eah devie in the luster must hek if other devies are inative. This

is done by the funtion BlakList. The funtion will hek the blok ACK bitwise and inrement the

blaklist element in the luster table for eah devie with NACK. If a blaklist for a devie exeeds a

ertain threshold, the funtion will also remove this devie from the list.

Input: Blok ACK (har).

Output: None.

7.1.2 Joining

One of the basi features of the Cooperative MAC is the lustering whih allows devies to join eah

other. This funtionality is ontained in two funtions; one to request joining and one to reply.
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JoinRequest

This funtion will send a Join Request to a potential luster and expet a reply. When a positive

reply ontaining a new Internal ID is reeived, the devie will be a member of the potential luster.

A timeout on reply is treated the same way as a Join Rejet.

Input: Address of a potential luster (har).

Output: 1 if aept, 0 if rejet.

JoinReply

The CH will reply upon reeption of a Join Request. The requesting devie will be aepted in the

luster if there is room, and assigned an Internal ID. If not, it will be rejeted with a Join Rejet.

Input: Address of requesting devie (har).

Output: None.

7.1.3 TDMA

This sub box failitates transmission of payload pakets from the luster to the GW. It ontains two

funtions: One used by the luster members to determine when the luster has hannel aess, and

one to organize the TDMA based transmission.

WaitForCTS

Eah member will listen to the hannel for CTS with the External ID as destination. If the member

was the last ative CH it will retake the roll of CH if timeout ours.

Input: Indiator of the last state (int). 1 if last state = CH, 0 otherwise.

Output: The reeived CTS frame.

TDMAwait

When the luster has hannel aess, all nodes will enter the TDMAwait funtion and wait for their

turn to transmit payload. The payload is transmitted in the assigned time slot and the devie waits

for others to transmit payload. The funtion returns when all nodes have transmitted payload.

Input: Reserved duration from CTS paket (int), Internal ID of urrent CH (har).

Output: None.
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7.2 Devie

In this setion, a desription of the devie running the Cooperative MAC protool is given, �rst a

state diagram is shown to give an overview of the states in the devie, then the states are desribed

in details by ativity diagrams. The states are designed to be diretly implementable in a swith-ase

ontrol struture.

Figure 7.2 shows the general state diagram of a ooperative devie. Note the similarity with Figure

5.13.

Figure 7.2: State diagram of the devie showing the di�erent states a devie an enter

New Devie: The initial state. The new devie will ontend along side other new devies and

lusters to aess the medium and transmit data to the GW. This state is further desribed by

the ativity diagram in Figure 7.3.

Join: If a devie has deteted a ontrol paket from a luster, it will try to join this luster after

transmitting data to the GW.

Join Rejet: If the luster is full or timeout for the Join Request ours, the devie is rejeted and

reates a new luster.

Member: In this state the devie has beome a member of a luster if the Join Request was aepted.

The member state an also be entered if the devie is already in a luster and was CH in the

last session. The member state is further desribed in Figure 7.4.

CH: If no non-full lusters are deteted, the devie will hoose to make its own luster and beome
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CH. A devie an also be CH if it is member of a luster and it is the turn of the devie to be

CH. The CH state is further desribed by the ativity diagram in Figure 7.5.

The following setions will desribe eah state in further details.

7.2.1 New Devie

In Figure 7.3 it an be seen how a new devie ats in the system.

Figure 7.3: Ativity diagram for a new devie in the system

Desription

When a new devie enters the system it will try to ontend for the medium and perform handshake with

the GW. If the devie overhears transmissions from other lusters it will lok out this information

and try to join this luster after it has performed a suessful handshake and transmitted its data. It

is important to mention that the preferene of a new devie will always be to ontend for the medium

instead of just listening for other transmissions. The bene�t of this approah is that the new devie

will never waste time and it will hear the other transmissions anyway due to the nature of the bako�

mehanisms.

7.2.2 Member

The role of a member in a luster is depited as an ativity diagram in Figure 7.4. A devie is labeled

as a member of a luster when it reeives a Join Aept or when it has been CH in the last session.
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Figure 7.4: Ativity diagram for a member in a luster.

Desription

When a devie is a member of a luster, it will wait for the CH to perform handshake and reeive CTS.

If a CTS for the luster is reeived the member will enter the TDMAwait funtion to wait until it

has the token in the TDMA ring and transmit its payload paket. Then it will reeive ACK from the

GW and, if neessary, blaklist other members in the luster to maintain the luster information. The

member an enter CH state after a session if it is the next CH or if timeout ours in WaitForCTS.

7.2.3 Cluster Head

The CH is responsible for performing the handshake with the GW suh that the luster an get aess

to the medium. The CH role of a devie is detailed in this setion and depited on Figure 7.5.
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Figure 7.5: Ativity diagram for the CH.

Desription

The CH will �rst �nd the number of members to reserve the medium for by the GetDuration funtion.

Then it will perform the handshake and if this is suessful run, the TDMAwait funtion to transmit

the payload paket and wait for the other members in the luster to transmit their pakets. After the

transmission, the GW will send ACK and, the blak list will be updated with information regarding

inative members. After the session, the CH will go to the member state. If the handshake was not

suessful and somebody else was transmitting the CH will lok out the reeived paket, if this was

a Join Request destined for the luster the CH will run the JoinReply funtion to either aept the

request or rejet it.

7.3 Gateway

In this setion, the funtionality of the GW is desribed. Figure 7.6 shows the state diagram of

the GW. The funtionality of the GW is idential to the desription in Setion 4.3.3 exept for the

assignment of External IDs desribed below.
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Figure 7.6: The state diagram of the GW

Idle: The GW is idle until RTS from a devie is reeived.

Assign External ID: If the RTS ontains a request for External ID the GW will inlude this ID in

the CTS paket in the following handshake.

Handshake: The GW performs the handshake reserving the medium for the number of pakets

spei�ed in the RTS.

Payload and ACK: The GW reeives payload and transmits ACK.

7.4 Paket Types

This setion desribes the paket types in Cooperative MAC and spei�es the ontents of the header

�elds. Beside the pakets used by CSMA/CA and Paket Aggregation desribed in Setion 4.4, the

Cooperative MAC uses few other pakets regarding joining and aeptane of new devies in a luster.

In Table 7.1 the pakets used by the Cooperative MAC is listed.
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Paket type

Field
Soure address Destination address Type data

RTS w. ID req. Devie MAC address GW MAC address Undef. ID

CTS w. ID reply GW MAC address Devie MAC address New External ID

RTS External ID GW MAC address Internal ID

CTS GW MAC address External ID Internal ID

PAYLOAD External ID GW MAC address Internal ID

ACK GW MAC address External ID Blok ACK

JREQ Devie MAC address External ID Undef. ID

JACK External ID Devie MAC address New Internal ID

JREJ External ID Devie MAC address Undef. ID

Table 7.1: The paket types used in Cooperative MAC. For eah paket, the ontents of the �elds are
spei�ed.

Eah row in Table 7.1 represents a paket type and the olumns: Soure and Destination address,

shows where the paket was sent from and where it was sent. The last olumn Type data, is used for

di�erent purposes. These are desribed in the following.

RTS w. ID req.

This paket is send by a devie that wants to reate its own luster, hene sending a request to the

GW. The Type data �eld is set to Undef. ID, whih is a unique number, indiating the request for

reating a new luster.

CTS w. ID reply.

When the GW reeives a RTS paket where the Type data �eld is set to Undef. ID, it will reply

with this paket. In the Type data �eld of this paket, the new External ID will be assigned to the

requesting devie.

JREQ

The JREQ paket is send to a CH from a devie that wants to join the luster.

JACK

JACK is send to the devie whih has transmitted a JREQ, if there are any empty slots available in

the luster. The Type data �eld will ontain a new Internal ID for the joining devie.

JREJ

This paket is send if there are no empty slots in the luster, hene rejeting the requesting devie.
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7.5 Summary

This hapter has desribed the remaining design left from Chapter 4, namely Cooperative MAC of

the Protools layer. The protool itself is desribed with regards to the di�erent states a devie an

enter while running Cooperative MAC. These states are further outlined by ativity diagrams. The

extra modules needed for Cooperative MAC is desribed regarding input, output and funtionality.

Finally, the additional paket types for Cooperative MAC are explained and the �eld ontents of

the header is spei�ed. This is important for the luster maintenane to work orretly based on

opportunisti listening to ontrol pakets.



Part III

Results and Conlusions



Chapter 8

Measurement Senario and Results

In this hapter it is desribed how performane measurements of the implemented protools are

obtained. In order to ompare the analysis with the implementation, the same three performane

metris are measured. Namely:

• Saturated throughput

• Channel aess delay

• Energy onsumption

The measurements of these three performane metris are performed on the three protools of this

projet. Namely:

• Basi CSMA/CA

• Paket Aggregation

• Cooperative MAC

The measurements are ahieved by using the same measurement proedure and senario to produe

a fair performane omparison of the protools. The maintenane for the Cooperative MAC protool

desribed in 6 will not be measured, due to the small impat in performane. Therefore the tests for

Cooperative MAC will be performed with already formed lusters and no leaving devies.

The results are presented in this hapter and ompared with the analytial model. Also a omparison

of the three protools based on the three performane metris are made to determine whih protool

performs better.

In the following setion, a senario of how the performane parameters are measured, is desribed.

This is followed by a desription of the appliation used to measure these data.
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8.1 Senario of Measurements

In this setion, the senario desribing how the performane metris are measured, will be outlined.

This senario must aommodate for the requirements whih are spei�ed in Setion 3.2.

In the senario, eah devie is transmitting its pakets via the wireless interfae to the GW. The GW

then outputs information regarding the pakets to a PC onneted via a RS-232 interfae. This setup

an be seen in Figure 8.1.
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G a t e w a y

D e v i c e  1

D e v i c e  2

D e v i c e  5 0

R S 2 3 2

Figure 8.1: Eah devie is transmitting data wirelessly to the GW whih forwards information regarding
the pakets to a PC via a RS-232 interfae.

The atual test setup has been arranged, suh that the devies have been plaed in an ar so that eah

devie has approximately the same distane to the GW. A photo of this setup is shown in Figure 8.2.



108 8.1. SCENARIO OF MEASUREMENTS

Figure 8.2: The atual test setup, where the devies are plaed with the same distane to GW. The blak
ables are power supplies to the raks and the GW.

8.1.1 Saturated Throughput

The saturated throughput is measured by ounting the number of payload pakets reeived by the

GW from eah devie in the system. To show the throughput for 1-50 devies in the system, a test

session is performed for one devie at a time. This means that for the �rst test session just one devie

is turned on and for the last test session all 50 devies are on. Eah test session is de�ned to run for

a given period of time, see Table 8.1. During this period, the GW sends information regarding eah

paket to the PC. For eah seond, a sript running on the PC ounts the number of pakets reeived

and after eah test the mean data rate is alulated.

8.1.2 Channel Aess Delay

The hannel aess delay is measured simultaneously and with the same proedure as the throughput.

Eah devie adds the time spent to get hannel aess in the payload of the paket. This is done

by starting a timer on eah devie immediately after a suessfully transmission. This timer is then

stopped when the medium is obtained, the elapsed time is then opied to the payload paket and send

to the GW. The GW extrats the information regarding the hannel aess delay and forwards this

information to the PC. The sript running on the PC is then alulating the mean hannel aess

delay by the total hannel aess delay.
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8.1.3 Energy Consumption

The energy onsumption is measured by onneting a battery emulator (Agilent 66319D) to the

power supply of all the devies. In eah test session, the average energy onsumption is measured.

The mean energy onsumption is found in the end by dividing the average energy onsumption by the

total number of pakets, to get the mean energy onsumption per paket.

8.1.4 Test ases

The implementation of the three protools has been measured for di�erent CW sizes to show how

this parameter impats on the performane metris. The following tests shown in Table 8.1 have been

performed for eah protool. For test 2-4 the measurements has been performed with more new devies

for eah test session. The reason for this is to get results faster as the tendeny of the measurements

remain the same.

Energy onsumption has only been measured for Test 1 and Test 4. The reason for this that the

measurements an not be ompared diretly to the analytial model as the analytial onsiders only

the energy onsumption of the radio transeiver, where the measurements are obtained for the whole

board. Thus, it is hosen only to measure the energy onsumption for the highest and lowest initial

CW.

Test 1 Test 2 Test 3 Test 4

Initial CW W 32 16 16 8

Stages m 2 2 0 2

Test session duration (s) 120 120 120 120

Devie inrementation 1 4 4 4

Table 8.1: Test ases for the three protools

8.2 Data Proessing

A Python sript has been developed to log the throughput and hannel aess delay. This sript is

exeuted for eah test session and adds a line to a throughput �le with information about the mean

paket rate and pakets reeived by the individual devies. It also adds a line to a delay �le regarding

information about the mean hannel aess delay and average hannel aess delay by eah individual

devie.

A GUI alternative to the Python sript has also been developed to monitor the system in real time.

This GUI is desribed in Appendix A.
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To proess the measurements, MATLAB sripts has been developed. These sripts alulates the

performane metris and plots them in three separate graphs.

8.3 Pratial Results

In this setion, the measured results of the implemented protools CSMA/CA, Paket Aggregation

and Cooperative MAC are presented in graphs with respet to the performane metris saturated

throughput, hannel aess delay and energy onsumption. The results are presented and desribed

for eah protool individually with di�erent CW sizes shown in the respetive �gures.

The main reason for having di�erent CWs and stages is to observe the impat of these parameters

for low and high number of devies in the system. The notation in this hapter for initial Contention

Window (W ) and stage (m) will be W/m e.g. 32/2 for W = 32 and m = 2.

8.3.1 Basi CSMA/CA

Throughput

From Figure 8.3 the saturated throughput for various CW sizes an be seen for the CSMA/CA

protool.
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Figure 8.3: Results of saturated throughput for the CSMA/CA protool using di�erent window sizes and
stages.

It an be seen that the with 32/2 the throughput is inreasing. This tendeny an be seen until the
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system reahes around 14 ontending devies where the throughput is around 0.18. After this point

the throughput is slowly dereasing.

For 16/2 the throughput is inreasing until 15 devies with throughput of 0.184 and then the through-

put starts to slowly derease. For 16/0 the throughput is inreasing until 8 devies where it reahes

0.178, and then it dereases fast.

The last with 8/2, shows high initial throughput at 4 devies with 0.188 and starts to quikly derease

after this point.

The tendenies for the lines an be explained by the hosen window sizes and stages. For high initial

window sizes suh as 32, the hannel will not be fully utilized for a low number of devies, due to

devies being idle beause the hosen bako� period may be large. For a low number of devies, it

an learly be seen that for initial window sizes of 16 and 8 the throughput will be higher. From the

�gure it an also be seen that seleting a high CW maintains better throughput when many devies

are introdued to the system. On the other hand it an be seen that seleting a small CW and stage

suh as 16/0 or 8/2 will result in high throughput for low number of devies but will fast derease due

to large probability of ollision.

Delay

In Figure 8.4 the results for hannel aess delay an be seen for the CSMA/CA protool.
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Figure 8.4: Results of hannel aess delay for the CSMA/CA protool using di�erent window sizes and
stages.

From the �gure it an be seen that the hannel aess delay seems to linearly inrease as the number

of ontending devies inreases. This is espeially true for the lines with high maximum CW suh
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as 32/2 and 16/2. For 16/0 and 8/2 the hannel aess delay is inreasing more for high number of

devies. A reason for this is that the devies with low maximum CW have higher probability to ollide

for high number of devies, whih leads to higher hannel aess delay.

Energy

Figure 8.5 shows the results for energy onsumption in the CSMA/CA protool.
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Figure 8.5: Results of energy onsumption for the CSMA/CA protool using di�erent window sizes and
stages.

The �gure shows that energy onsumption for 32/2 seems to be slightly higher than 8/2 when there

are 4 devies in the system. Then the energy onsumption is equal up to 12 devies. This an be

explained by the fat that for low number of devies 32/2 has low throughput ompared with 8/2,

thus 8/2 has lower energy onsumption for four devies. For higher number of devies the energy

onsumption for 8/2 is higher than 32/2. The reason for this tendeny is that the more energy is

spend per paket for 8/2 due to ollisions.

8.3.2 Paket Aggregation

Throughput

Figure 8.6 shows the results for saturated throughput in the Paket Aggregation protool.
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Figure 8.6: Results of saturated throughput for the Paket Aggregation protool using di�erent window
sizes and stages.

As for the results for CSMA/CA, the results for Paket Aggregation seem to have the same tendeny.

Large CWs (32/2 and 16/2) provides lower initial throughput, but higher in the end, while small CWs

(16/0 and 8/2) is opposite. The derease e�et for 16/0 and 8/2 is less signi�ant than for the results

in the CSMA/CA protool. In ontrast to CSMA/CA eah devie using the Paket Aggregation

transmits four aggregated pakets, hene the overall throughput is higher.

Delay

Figure 8.7 shows the results for hannel aess delay in the Paket Aggregation protool.
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Figure 8.7: Results of hannel aess delay for the Paket Aggregation protool using di�erent window
sizes and stages.

The results for hannel aess delay in the Paket Aggregation protool shows the same trend as

for CSMA/CA. The lines 16/0 and 8/2 shows little higher delay for high number of devies due to

ollisions.

Energy

Figure 8.8 shows the results for energy onsumption in the Paket Aggregation protool.
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Figure 8.8: Results of energy onsumption for the Paket Aggregation protool using di�erent window sizes
and stages.

The results for energy onsumption shows that 8/2 is onsuming less energy per paket for 4 to 24

devies. For more than 24 devies 32/2 is having the lowest energy onsumption. The reason for this

tendeny is the same as for CSMA/CA.

8.3.3 Cooperative MAC

Throughput

Figure 8.9 shows the results for saturated throughput in the Cooperative MAC protool.
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Figure 8.9: Results of saturated throughput for the Cooperative MAC protool using di�erent window sizes
and stages.

The saturated throughput for Cooperative MAC with high initial CW (32/2) has a steep slope om-

pared to CSMA/CA and Paket Aggregation. At a loser look, the throughput for Cooperative MAC

seem somehow to be strethed ompared to the result from Paket Aggregation e.g. one devie in the

system in ase of Paket Aggregation, is equivalent to one luster in Cooperative MAC, this is beause

of the aggregated level in Paket Aggregation is equal to the luster size in Cooperative MAC.

The saw-toothed tendeny of 32/2 is due to the number of devies in a luster at a given time e.g. the

peak represents a full luster, in this ase four devies in a luster. The throughput is low when a new

devie enters the ontention and reates a new luster. In this ase the system load ontributed from

the new luster, i.e. ontrol data suh as RTS and CTS, weighs higher ompared to the transmitted

payload.

The throughput for 16/2, 16/0 and 8/2, is higher ompared to 32/2, this is due to the lower idle time

in the system as a result of using a lower window size. In the Cooperative MAC high CW introdues

more idle than in CSMA/CA and Paket Aggregation due to fewer ontending devies, therefore more

devies are needed to aheive full throughput.

Delay

Figure 8.10 shows the results for hannel aess delay in the Cooperative MAC protool.
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Figure 8.10: Results of hannel aess delay for the Cooperative MAC protool using di�erent window
sizes and stages.

The hannel aess delay for Cooperative MAC is having the same linear tendeny as CSMA/CA and

Paket Aggregation, but the delay is muh lower than in those two protools due to the low number

of ontending devies in the system. As a onsequene of this the delay for 32/2 is higher than the

others due to idle time.

Energy

Figure 8.11 shows the results for energy onsumption in the Cooperative MAC protool.
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Figure 8.11: Results of energy onsumption for the Cooperative MAC protool using di�erent window sizes
and stages.

The results for the energy onsumption in the Cooperative MAC protool shows that 8/2 is onsuming

less energy than 32/2. This is the same result as for CSMA/CA and Paket Aggregation with low

number of devies, beause fewer devies are ontending for the medium in Cooperative MAC

In the following setion these results, from CSMA/CA, Paket aggregation and Cooperative MAC are

disussed and ompared with the analytial results obtained in Setion 2.4. Also the protools are

ompared among eah other.

8.4 Comparison of Models, Measurements and Protools

In this setion, the measured results from the implementation and the analytial models presented

in Chapter 2 will be ompared. It will be disussed whether the measurements �t the model or not,

and the possible reasons for this are explained. The results for eah tested bako� parameter will be

addressed with the orresponding model. Also the performane of the three protools an be ompared

based on both the analytial model and the pratial results.

While measuring the performane of the implementation, the behavior of olliding pakets was ob-

served to be di�erent than in a theoretial senario. During the implementation and test of the

system, it was observed that some devies reeived CTS pakets with wrong addresses after sending

RTS pakets. This ourred regularly on some devies, but there was always one devie in the system

whih never reeived a wrong CTS paket. This phenomenon ours when two or more devies send
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RTS at the same time. In this ase, the RTS pakets, whih are transmitted with the same power and

at the same distane, should in theory ollide and annihilate eah other, but one of the RTS pakets

is orretly reeived by the GW whih replies with a orresponding CTS. Hene the suessful devie

gets hannel aess where it was not supposed to, whih results in a lower average delay and a higher

throughput. This observation shows how the hannel onditions in a pratial senario an lead to a

slight deviation between measurements and analytial results. This may be a part of the explanation

for the observations in this setion.

The following setions will ompare the models with the measurements and the protools among eah

other, ordered by bako� parameters.

8.4.1 Bako� Parameters 32/2

The parameters 32/2 are hosen as the �rst and primary set of bako� parameters. This set is often

used in models and measurements of IEEE 802.11.

Throughput

The results and model for saturated throughput is shown in Figure 8.12. From �rst glane it is lear

that the measurements do not �t the models ompletely. A desription of this deviation is given in

the following, ordered by protool.

Basi CSMA/CA. The Basi CSMA/CA protool has the best math between measurements and

model of the three protools. From number of mobile devies > 5 the results follows the model

losely at a throughput of 0.17. For number of mobile devies < 5 the model is an almost �at

line around 0.17 where the results have a rising tendeny from 0.12 to 0.17. This indiates some

error in the model as maximum throughput an not be ahieved for just a few devies as the

bako� time onsumes a signi�ant portion of the hannel.

Paket Aggregation. Paket Aggregation also �ts the model when a spei� number of mobile

devies is reahed, in this ase approximately 30. The same �at tendeny is seen in the model

for Paket Aggregation around 0.37 and the results are rising slowly from 0.29 to 0.37. The

same error as for CSMA/CA is thus also present here, but for a high number of mobile devies,

the model mathes the results.

Cooperative MAC. The results for Cooperative MAC has the same rising tendeny as the two

others. For 1 to 50 mobile devies the measurements never reah the model, but they get loser.

The reason for this is that both measurements and model is just a strethed version of Paket

Aggregation. Eventually the measurements is assumed to �t the model just like CSMA/CA and

Paket Aggregation.
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For these bako� parameters, Paket Aggregation has approximately twie the throughput of CSMA/CA.

Cooperative MAC is slightly lower than Paket Aggregation, but is approahing as the number of de-

vies inreases.
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Figure 8.12: Analytial model and pratial results for saturated throughput with 32/2.
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Figure 8.13: Analytial model and pratial results for hannel aess delay with 32/2.
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Delay

The results and model for hannel aess delay in ase of 32/2 is shown in Figure 8.13. Also for the

delay, it seems that measurements and model deviates from eah other. A desription of this is given

in the following, ordered by protool.

Basi CSMA/CA. CSMA/CA measurements and model is a perfet math for the �rst 20-25 de-

vies. From here the model starts to �atten where the measurements ontinues in a linear

fashion. Around 32 devies the model su�ers a signi�ant bend and ontinues in an almost �at

line. This also indiates an error in the model for hannel aess delay.

Paket Aggregation. The same behavior is seen for Paket Aggregation and the bend at 32 is even

sharper and the error is more lear. Intuitively the average hannel aess delay must ontinue

to inrease as more devies enter the network and the ontention grows.

Cooperative MAC. The measurements of Cooperative MAC seems to �t to the model, but as

mentioned earlier, the model and results of this protool is just a strethed version of Paket

Aggregation and thus the model error does not show up for less than 50 devies.

The delay is lowest for Cooperative MAC with the CSMA/CA delay being twie as high and Paket

Aggregation being four times higher.

Energy

The model and measurements for energy onsumption is shown if Figure 8.14 and 8.15 respetively.

The reason for putting the model and measurements in separate �gures is that they are not diretly

omparable. The model only onsiders the energy onsumption in the radio hip, but it was only

possible to measure the energy onsumption of the whole OpenSensor board. This an also be seen

in the y-axis where the values are signi�antly larger in Figure 8.15.

Both model and results have an inreasing tendeny for all protools, but the measurements for

Cooperative MAC is atually higher than Paket Aggregation where the opposite is the ase for the

model. This an be explained by the results of the throughput as the average energy per paket

depends on the throughput whih is lower for Cooperative MAC for the urrent bako� parameters.
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Figure 8.14: Analytial model for energy onsump-
tion with 32/2.
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Figure 8.15: Measurements for energy onsump-
tion with 32/2.

8.4.2 Bako� Parameters 16/2

Now the parameter for initial window size is hanged to W=16. The stages parameter is kept at m=2.

Throughput

The results and model for saturated throughput is shown in Figure 8.16. For this hange of parameter,

the model seems to �t the measurements slightly better than for W=32. The protools will be

addressed individually in the following.

Basi CSMA/CA. Like for W=32, the model �ts the results from around �ve devies. No mea-

surements have been olleted for less than four devies, but as idle time still ours for suh

low number of devies, it is suspeted that the throughput is low here.

Paket Aggregation. Also for Paket Aggregation the model �ts the measurements better than for

W=32, but still a deviation is seen for a low number of mobile devies.

Cooperative MAC. For Cooperative MAC the onlusion is the same as for Paket Aggregation.
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Figure 8.16: Analytial model and pratial results for saturated throughput with 16/2.
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Figure 8.17: Analytial model and pratial results for hannel aess delay with 16/2.

For these parameters, Paket Aggregation still has approximately twie the throughput of CSMA/CA.

The throughput of Cooperative MAC is almost the same as Paket Aggregation, but outperforms is

at 40 devies.



124 8.4. COMPARISON OF MODELS, MEASUREMENTS AND PROTOCOLS

Delay

The results and model for hannel aess delay in ase of 16/2 is shown in Figure 8.17.

Basi CSMA/CA. As for W=32 the model �ts the results for a low number of devies. The same

abrupt bend of the model is seen here, but is ours for a lower number of devies.

Paket Aggregation. The same tendeny is seen for Paket Aggregation and deviation is very large

approahing 50 devies.

Cooperative MAC. For Cooperative MAC the model is a perfet �t as the bend of this model does

not our until after 50 devies. This bend is not shown in the �gure.

The relationship for delay of the three protools is almost unhanged from the previous parameters.

8.4.3 Bako� Parameters 16/0

The next results for model and measurements are obtained from bako� parameters 16/0. This means

that the initial window size is still 16, whih is very low, and the window size is not allowed to be

inreased when ollision ours.

Throughput

The results and model for saturated throughput is shown in Figure 8.18. The omparison to the model

and measurements will not be disussed in details as the tendeny is almost idential to the ase of

16/2. The model �ts the measurements exept for a low number of ontending devies.
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Figure 8.18: Analytial model and pratial results for saturated throughput with 16/0.
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Figure 8.19: Analytial model and pratial results for hannel aess delay with 16/0.

The throughput of Paket Aggregation is now more than twie the one of CSMA/CA and Cooperative

MAC now outperforms Paket Aggregation more learly.
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Delay

The results and model for hannel aess delay in ase of 16/0 is shown in Figure 8.19. Also here the

omparison of model and measurements for the delay shows the same tendeny as for 16/2 exept

that deviation is extreme in this ase. When the bako� window is small and not allowed to be

inreased, many ollision will our. Eventually, as the number of mobile devies inreases well above

16, ollision will our in most transmissions whih leads to a huge delay. This is learly not the ase

in the model.

The relationship between the protools based on the results are now the following: CSMA/CA has

approximately three times higher delay than Cooperative MAC and Paket Aggregation is a little over

four times higher than Cooperative MAC.

8.4.4 Bako� Parameters 8/2

The �nal results for model and measurements are obtained from bako� parameters 8/2. The initial

window size is now 8, whih is extremely low, and the window size is allowed to be inreased twie.

Throughput

The results and model for saturated throughput is shown in Figure 8.20. The measured results are

now slightly lower than the model for all three protools, but the tendeny remains the same.

CSMA/CA still has the lowest throughput. Paket Aggregation and Cooperative MAC are approxi-

mately twie as high and Cooperative MAC is slightly higher than Paket Aggregation.
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Figure 8.20: Analytial model and pratial results for saturated throughput with 8/2.
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Figure 8.21: Analytial model and pratial results for hannel aess delay with 8/2.
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Delay

The measured delays for all three protools looks similar the ones of parameters 16/0 and the model

deviation is also similar. No further disussion of these parameters is needed.

Energy

The model and measurements for energy onsumption is shown in Figure 8.22 and 8.23. The model

seems to deviate more from the results for these bako� parameters. In the measurements however,

Cooperative MAC now has lower energy onsumption than Paket Aggregation. The throughput

for Cooperative MAC is also higher and thus the two protools have swithed, ompared to bako�

parameters 32/2
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Figure 8.22: Analytial model for energy onsump-
tion with 8/2.
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Figure 8.23: Measurements for energy onsump-
tion with 8/2.

8.5 Summary

In this hapter the senario of measurements has been desribed in order to speify how the measure-

ments should be obtained. Four tests have been onduted for eah protool in this senario to show

the performane parameters saturated throughput, hannel aess delay and energy onsumption for

the three implemented protools.

The results from the tests have been presented and disussed. From the results it an be seen how

various CWs impats on the performane parameters for up to 50 devies in a system.

For low number of devies in the system, the throughput is low if 32/2 is used for all protools while it

is higher if 16/2, 16/0 or 8/2 are used. For high number of devies, the throughput is best for 32/2 in

CSMA/CA and Paket Aggregation, while the impat of CW is not signi�ant for Cooperative MAC.
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For CSMA/CA, low CWs suh as 8/2 and 16/0 leads to great derease in throughput for high number

of devies.

The hoie of CW also has the greatest impat on the hannel aess delay for CSMA/CA while the

impat is smaller for Paket Aggregation and Cooperative MAC for high number of devies.

The energy onsumption for the two CWs 8/2 and 32/2 is very similar for the three protools, but

higher for many devies in CSMA/CA with 8/2. For Cooperative MAC, the result is opposite for

high number of devies where 32/2 has the highest energy onsumption. Generally, it is hard to draw

onlusion on the measurements for energy onsumption as they are onduted on the entire board

and not the transeiver only.

The results have been ompared with the analytial model and it must be onluded that the used

model for saturated throughput and hannel aess delay an not be applied for all number of devies.

It may be orret for some usage, but is ertainly not universal. Regarding the throughput, it seems

that the model �ts better as the initial window size W dereases. Regarding the delay, the model get

worse as both W and m is dereased.

The reason for the deviations in the model for both throughput and delay is urrently unlear. It

seems that models have the same behavior in the literature [Bia98℄, [EZ00℄ and [QZ07℄, but here the

misbehavior is not as lear as in this projet. A possible reason is that the implementation spei�

parameters like IFS, slot time and bit rate are muh di�erent ompared to IEEE 802.11, but no

assumptions about these parameters seems to be stated in the literature.

The energy onsumption is hard to ompare, as the measurements are not obtained aording to the

modeled energy onsumption.

From the pratial results it an be seen that Paket Aggregation performs best in throughput for

32/2, while Cooperative MAC performs better for other CWs. CSMA/CA is lowest in all ases with

Cooperative MAC and Paket aggregation performing more than twie as good.

The pratial results for hannel aess delay shows that Cooperative MAC performs best in any ase,

while Paket Aggregation performs worst. Cooperative MAC is up to four times lower than Paket

Aggregation and three times lower than CSMA/CA.

The energy onsumption has been measured for 32/2 and 8/2 and for 32/2 Paket Aggregation per-

forms slightly better than Cooperative MAC while it is opposite for 8/2 where Cooperative MAC

performs slightly better.

The overall results shows that depending on the number of devies in the system and the hosen

CW either Paket Aggregation or Cooperative MAC performs best for throughput and delay, while

Cooperative MAC performs best in any ase for hannel aess delay.



Chapter 9

Conlusion

This hapter will summarize this thesis and onlude on the results obtained in this projet. This will

be presented ordered by the three parts in the report. The objetive of this master thesis has been to

investigate the performane of Carrier Sense Multiple Aess with Collision Avoidane (CSMA/CA)

based Medium Aess Control (MAC) protools. The fous of Part I was to give a general desription

and analysis of di�erent MAC protools, Part II has disussed further ooperative aspets and Part

III desribes the measurements and �nal results.

Part I

Current researh often aims at inreasing the performane of wireless data transmission at the physial

layer. This projet has investigated how the performane an be improved at the MAC layer. The

three state of the art protools; Basi CSMA/CA, Paket Aggregation and One4All has been desribed,

and advantages and disadvantages have been identi�ed. Due to the nature of One4All and the hosen

hardware platform, it was hosen to use One4All as inspiration for the development of a new protool

named Cooperative MAC. The problem in this projet was then to determine whether Cooperative

MAC performs better than CSMA/CA and Paket Aggregation.

The protools CSMA/CA, Paket Aggregation and Cooperative MAC was analyzed with regards

to the performane metris saturated throughput, hannel aess delay and energy onsumption.

From the analytial results, it was onluded that Cooperative MAC had both the highest saturated

throughput, lowest hannel aess delay and lowest energy onsumption.

To investigate the performane of the three protools in a real life senario, a hardware platform of 51

devies has been build using the OpenSensor board developed by Aalborg University. Requirements

and parameters for e.g. Inter-Frame Spae (IFS), data rate and paket sizes was obtained from the

hosen hardware platform. From these requirements, a general design desribing the basi funtionality

of the three protools was outlined along with the protool design of the non ooperative protools



131

CSMA/CA and Paket Aggregation.

Part II

Further investigations and disussions were needed to determine the mehanisms of the desired Co-

operative MAC protool. The protool was deided to be based on a lustered approah where data

transmission is done in a Time Division Multiple Aess (TDMA) token ring. The role of Cluster

Head (CH) is to be swithed passively along the token ring to ensure fairness with regards to energy

onsumption. Devies may join a luster by means of a Join Request / Reply handshake, and leave a

luster without announement. The addressing of devies and the joining mehanism was inspired by

ZigBee and the Low-Energy Adaptive Clustering Hierarhy (LEACH) protool respetively.

The impat on the performane by the maintenane mehanisms i.e. joining/leaving, has been ana-

lyzed in a simple extension to the initial model for Cooperative MAC. As the probability for join-

ing/leaving will be small in a real life senario, it was found that the Join Request / Reply handshake

had little or no impat on the three performane metris.

The design of Cooperative MAC was outlined based on the general design desribed earlier. From

the general and ooperative design, it was possible to implement both basi CSMA/CA, Paket

Aggregation and Cooperative MAC on the OpenSensor platform.

Part III

The performane metris; saturated throughput, hannel aess delay and energy onsumption have

all been measured on the implementation of the three protools. Also the size of the Contention

Window (CW) in the protools was varied to see the impat of this parameter.

The measurements was ompared to the analytial model and it was onlude that they deviated

signi�antly from eah other. The reason for this deviation is unlear, but it is assumed that some of

the assumptions from the original models in the literature does not apply for the parameters used in

the implementation of this projet.

Based on the measurements it an be onluded that the saturated throughput is lowest for CSMA/CA.

Paket Aggregation and Cooperative MAC is similar, but Cooperative MAC gets better than Paket

Aggregation as the CW dereases. The hannel aess delay is learly highest for Paket Aggregation

and lowest for Cooperative MAC for all sizes of CW. The results for energy onsumption is hard to

ompare as the measurements was performed on the entire OpenSensor board and not just the radio

transeiver. However, from the results it an be seen that Paket Aggregation and Cooperative MAC

has the lowest energy onsumption and Cooperative MAC is best when the CW is low.

To answer the problem statement of Setion 1.4: Cooperative MAC an learly improve saturated

throughput, hannel aess delay and energy onsumption ompared to basi CSMA/CA. The im-
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provement on saturated throughput and energy onsumption ompared to Paket Aggregation depends

on the hoie of CW.



Chapter 10

Future Perspetives

In this hapter, the future perspetives and improvements of this thesis are desribed. The analytial

model and the pratial implementation of the protool an both be improved and developed.

Analytial Model

Based on the onlusion it was lear, that the analytial models did not fully �t the pratial results.

Through this work it was seen that the model for saturated throughput did not take the initial idle

time for the devies in the system into aount. Also it was seen that the model for hannel aess

delay had a strange behavior for small Contention Windows. Therefore further researh must be

onduted in order to solve these issues.

Further development an also be made to the model suh that it is possible to analyze a more omplex

system that adapts to the environment. Therefore a more dynamial model an be developed. This

model should be able to adjust to the most e�ient protool based on the parameters suh as:

• Rate of generated pakets

• Battery level

• Reeived Signal Strength

By this model it will be possible to selet the most e�ient protool based on the rate of generated

pakets. The battery level an be measured and depending on the status the devie an ontribute

more or less to the luster. The RSS value an be used to selet the nearest devie to form a luster

with or to hange to another luster.

Implementation
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To observe the salability and to further develop the Cooperative MAC, the system should be imple-

mented on hardware supporting IEEE 802.11. This hardware should support:

• Bit rate of 54 Mbit/s

• Larger paket sizes

• RSS measurements

• Real time battery measurements

By implementing the protool on this hardware it would also be possible to inlude the dynamial

behavior of the protool as desribed above, to enable self awareness and adaptiveness in the protool.

The performane and robustness of Cooperative MAC ould also be further improved by having a

seond air interfae. This seond interfae ould e.g. be an RFID tag or ultrasoni unit. By this

seond air interfae, signalling within the luster and join/leave an be maintained in a more robust

way than the proposed solution without introduing additional overhead to the �rst air interfae.

Furthermore, energy an be saved on the radio transeiver by this approah.



Appendix A

User Interfae for Logging and

Measurements

To visualize the implemented MAC protools in this projet a graphial appliation has been devel-

oped. Through this it is possible to monitor and ontrol the network and whih protool is running.

The GUI makes it easy to both demonstrate the developed MAC protool, but also to ontrol and

ollet the measurements of throughput and delay in the system. The appliation is implemented in

Python and PyQt and runs on a PC under both Windows and Linux operating systems. The following

setions will present the requirements and features of this user interfae and doument the design and

implementation.

A.1 Requirements

The requirements for the user interfae originates from the measurements spei�ation of Setion 3.2

and is made to make the measurement proess more e�ient. Also some requirements is made for

demonstration purposes.

Funtional Requirements

Through the user interfae it must be possible to:

1. Establish a serial onnetion to the network.

2. Change the MAC protool in the system at run time.

3. Collet and store measurements for throughput and delay.

4. Compute average throughput and delay from the olleted measurements data.

5. Speify the duration to ollet measurements (in seonds).
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6. Input text ommands to the network

Display Requirements

The user interfae must display the following:

1. Total number of transmitted data pakets.

2. The distribution of transmitted data pakets over the nodes in the network.

3. A urve representing the throughput as a funtion of number of devies.

4. A urve representing the delay as a funtion of number of devies.

5. The topology of the network i.e. the lustering of devies.

6. Debug information from the network i.e. response to input text ommands.

A.2 Interfaes

The interfae from the GUI to network of devies is a standard RS-232 serial onnetion (possibly

over e.g. USB or Bluetooth) running 115200 baud. The link is between the PC where the GUI is

running to the GW in the network. The GW is reeiving all data pakets in the network and will

relay information about them through the RS-232 onnetion to the PC. The GW must also listen

for inomming on�guration ommands on serial link and exeute them.

Data Paket Information

For eah suessful handshake the GW will send the following sequene to the PC:

Size: 2 hars 2 hars 2 hars 5 hars 1 har

Content: Soure Session pakets Wrong CTS' Delay Newline

An example of this sequene ould be: 12040000125\n

Here four pakets are reeived from devie number 12 with a delay of 125 ms. Zero wrong CTS' was

reeived sine the last handshake.

Con�guration Commands

The following text ommands are aepted by the GW on the serial interfae. The table will list the

syntax of the ommands and desribe the funtionality for eah of them.

Command Funtion

setP protool

number

Changing the MAC protool in the network to the orresponding protool of

protool number

getP Outputs the protool number to the ommand line

setId MAC addr Sets MAC addr as MAC address of the GW

getId Outputs the MAC address of the GW to the ommand line
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A.3 Design

The GUI is made as one window with three tabs: Graphis, on�guration and debug. A sreen shot

of the graphis tab is shown in Figure A.1. The top of this tab is dediated to show the distribution of

the data pakets in the network with a status bar for eah devie in eah rak. Also the total number

of reeived data pakets are displayed in top.

Figure A.2 shows a sreen shot of the on�guration tab. It shows a olletion of the system settings

whih an be hanged. It is possible to hange the MAC protool in the network and the individual

details of eah protool e.g. the aggregation level of Paket Aggregation. Also the serial port on the

PC an be spei�ed and a onnetion an be established. This tab meets funtional requirements 1.,

2. and 5.

The last tab, the debug tab, is shown in Figure A.3. Here it is possible to manually input text

ommands to the GW and se the output in the output window. This meets funtional requirements

6. and display requirements 6.

Figure A.1: The graphis tab of the GUI showing the distribution of data pakets in the network and
graphs of throughput and delay.
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Figure A.2: The on�guration tab of the GUI. The settings of the network an hanged here
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Figure A.3: The debug tab of the GUI. Mostly used durring development.



Appendix B

Tests

B.1 Time test

The purpose of this appendix is to perform deferent tests on the system time, from whih reasonable

requirements to the sensor board an be dedued. The main onern of these tests is foused on the

time it takes two devies to ommuniate on an ideal senario. To this the following assumptions are

onsidered:

• Only one devie may oupy the radio link at a time.

• There is no interferene from other devies on the radio link.

• Eah devie transmits with max power level.

B.1.1 Test 1

This test onsiders measuring the time between a RTS paket send and upon reeption of an ACK

paket.

Testing sequene:

1. Send RTS (4 byte)

2. Set nrf pw to 4 byte

3. Reeive CTS (4 byte)

4. Set nrf pw to 32 byte

5. Send payload (32 byte)
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6. Set nrf pw to 4 byte

7. Reeive ACK (4 byte)

To estimate the elapsed time, a timer on the sensor board is initiated to ount when a RTS is ready

to be send to the reeiver. On reeiving an ACK the time will be terminated.

Result of Test 1: 15.1 ms

B.1.2 Test 2

The purpose of this test is to measures the time it takes to write data to the Tx. bu�er on the

ommuniating devie and the time to read from Rx. bu�er. The following results are ahieved:

1. Time a devie uses to write a RTS paket to Tx bu�er (4 byte) = 0.1 ms

2. Time a devie uses to write a payload to the Tx bu�er (32 byte) = 0.3 ms

3. Reading of a CTS paket from the Rx bu�er (4 byte) = 0.1 ms

4. Reading of a payload paket from the Rx bu�er (32 byte) = 0.3 ms

B.1.3 Test 3

Measures the time it takes to transmit 4 byte and 32 byte, it must be mentioned that the swithing

time from RX mode to TX mode is inluded in this time.

1. send 4 byte = 2.3 ms

2. send 32 byte = 6.9 ms



Appendix C

Aronyms

ACK Aknowledgement

AM Address Math

AP Aess Point

CD Carrier Detet

CDMA Code Division Multiple Aess

CH Cluster Head

CRC Cyli Redundany Chek

CSMA Carrier Sense Multiple Aess

CSMA/CA Carrier Sense Multiple Aess with Collision Avoidane

CTS Clear To Send

CW Contention Window

DCF Distributed Coordination Funtion

DIFS Distributed Inter-Frame Spae

DR Data Ready

GW Gateway

IFS Inter-Frame Spae

LEACH Low-Energy Adaptive Clustering Hierarhy
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MAC Medium Aess Control

MIMO Multiple Input Multiple Output

NACK Negative Aknowledgement

MLME Network Layer Management Entity

NAV Network Alloation Vetor

PAN Personal Area Network

PIFS Point Inter-Frame Spae

PCF Point Coordination Funtion

RTS Request To Send

RSS Reeived Signal Strength

SIFS Short Inter-Frame Spae

SPI Serial Peripheral Interfae

TDMA Time Division Multiple Aess

WLAN Wireless Loal Area Network

WSN Wireless Sensor Network
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