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Abstract— In this paper we investigate three different MAC 513-529]. Currently the idea of Cooperative MAC strategies
protocols based on CSMA/CA in terms of throughput and gre discussed at the VHT working group [8].

channel access delay. The investigation is based on analytical A cooperative MAC protocol does only make sense in a
models and real implementations on a testbed developed for this

purpose. While the first MAC approach is alike IEEE802.11, the scenario with many nodes .in range of each other_ ar_‘d_ high
other two approaches are based on Packet Aggregation per nodeload in the network. Otherwise the commonly used individual
and on cooperative approaches. It can be shown that the two RTS/CTS scheme performs sufficiently well.
novel MAC schemes are increasing the throughput Compa_.red This paper will |nvest|gate current work in the field of
?pt?c?ailtqa?sd?éguﬁiﬁmﬁr{ CI:SAWZP?:LO;::(QI l;uctcgrswgyc}glzyzooperatlve MAC protocols and analyze different approaches to increase
P g ' throughput in wireless network at the link layer in the cate
of IEEE 802.11. The aim will be to implement a Cooperative
I. INTRODUCTION MAC protopol and evaluate the_perfgrmance of this in a real
_ life scenario compared to the individual RTS/CTS strategy.
State of the art wireless communication standards like |EE|E'|e protoco's will be imp'emented on the OpenSensor [5]
802.11 WireleSS LAN and Bluetooth prOVide Cont|nuousl¥5|atf0rm deve'oped by Aa'borg University_ A descriptiomca
higher data rates. Current research aims at achieving eyRnfound in Section IV-A.
higher transmission rates at the physical layer by means ofygowever current work in the field of wireless MAC proto-
new technologies such as MIMO. However wireless commyp|s must be investigated with regard to different perfaroea
nication protocols consumes a portion of the channel capagetrics, in order to show how the individual MAC protocols
to avoid interference from and to other nodes. This is dO%rforms and how they can be improved.
by Medium Access Control (MAC) protocols at the link layer |, the following sections different state of the art MAC
(also known as the MAC layer). schemes will be described and investigated with regards
~ In the case of IEEE 802.11 the MAC protocol featureg, saturated throughput and channel access delay, namely
inter frame spaces, backoff windows, acknowledgement ag&mA/CA, Packet Aggregation and the cooperative approach
reservation of the medium using Request To Send (RTS)/Clgghe4All. For all three approaches an analytical descripito
To Send (CTS) packets. This introduces a significant amouesented based on state of the art literature. Additipria
of overhead and in the case of high load in the networone4All protocol is modified and renamed to the Cooperative
the contention for the medium will result in increased packgac protocol in order to make implementation possible on

collision and thus decreased throughput. To achieve genfie available platform. Finally all three protocols are lep
information about IEEE 802.11 technology, the interest§flented and their performance is evaluated.

reader is referred to [2].

If more efficient wireless MAC schemes was developed, i.e.
minimization of contention or less overhead in general, the
actual data rate of a wireless link could be increased withou In a wireless network where only one or few channels are
increasing the physical data rate. In this paper the aim is dgailable, the nodes must communicate through this shared
develop add-ons to IEEE 802.11 instead of a whole new desigiedium in a fair fashion. This can be done by using CSMA
of the MAC (as it was done years ago in the HiperLAN angrotocols where nodes listens to a desired frequency before
HiperLAN2 approaches). transmitting anything. If a carrier is detected on the frey,

One way to optimize a MAC protocol in a wireless networlthe node will postpone the transmission. If the medium is
is to let the nodes transmit multiple packets when the RTS/CTdle the node is allowed to begin transmitting. In most cases
handshake is successful. This way less time is spent on tzrier sensing can avoid collisions of data packets, but it
channel for contention among the nodes.[1] can still happen that two nodes sensing the medium idle

An even better way would be to let the nodes cooperate edgcides to transmit at once. In order to minimize these tgpes
by forming cooperative clusters. The nodes may then agtgegeollisions a back—off period can be applied to avoid mudtipl
their packets and save multiple fights for the channel [6, ransmissions immediately after a busy medium.

1. PROTOCOLOVERVIEW



A. CSMA/CA and RTS/CTS transmission more vulnerable to collisions. If collisiamscur
Carrier Sense Multiple Access with Collision Avoidancdh® whole aggregated packet must be retransmitted and the

(CSMA/CA) is used in IEEE 802.11 among others, but eve?gnefit of Packet Aggregation may be lost. This problem

though carrier sensing is applied and nodes wait a rando tifn Peé solved by introducing block ACK, which contains an

before transmitting, a collisions can still occur at theeiger ACK flag for each aggregated packet. In this way it can be

if two transmitters are placed on either side of the recei\,‘getermmed which packets were received and which were lost.

out of range of each other. This is known as the hidden

terminal problem. To solve the problem, virtual carriersieg ¢. one4All

is introduced. In this scheme, short RTS and CTS packets ar

exchanged between sender and receiver to reserve the mediu € One4All 16, p. 513-529] str'ategy propose a cooperatlye
and let the neighboring nodes know that a transmission is Fdia access strategy, where wireless devices cooperate in

progress. A node is allowed to transmit when it receives A'Ste" 10 access a common central Access Point (AP), see

CTS from the destination node. All neighboring nodes a 9. 2. Motivation for this proposed strategy is to reduce

advised by the CTS of the following transmission and thtge contention .perlod for accessing .the AP'. By removing
contention within a cluster, data collision which othemvis

data packet can be sent without collisions. The receivirdeno dqf tenti be full ided. and
will reply with an Acknowledgement (ACK) to verify a correctMay Occur caused from contentions can be 1ully avoided, an
t el thereby the average data throughput and energy consumption
ransmission. > . ; .

of those cooperative devices will be improved.

B. Packet Aggregation

In wireless LAN IEEE 802.11 a portion of the bandwidth
is used to transmit overhead traffic both on the physical and
MAC layer which is not good for the overall throughput of
the wireless system. One solution to lower the amount of
overhead in the wireless system is to use Packet Aggregation
This means that instead of transmitting just one packet when
the channel is idle, more packets are concatenated into one
larger packet. Now only the overhead for one packet is needed
in order to transmit the packet which will be split at the
receiver. An example of a transmission of three packets with
and without Packet Aggregation can be seen in Fig. 1.
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Fig. 1.  Packets transmitted without (top) and with Packet raggtion . . . .
(bottom). In this strategy the devices forms a cooperative clusterusi
the short range interface. The size of the cluster is deterthi

Packets can be aggregated in several ways e.g. by remouigghe range of the short-range link. After forming the chuist
physical and MAC header from each packet and aggregate éh€luster Head (CH) is chosen, the cluster head collects any
packets to one large packet, or by transmitting severalgiackavailable data pending to be send to the AP within the cluster
in a row. The model for Packet Aggregation will be based doy using the Packet Aggregation strategy described earlier
transmitting several packets in a row due to a limited packéhe pending data are collected e.g. by using the token ring
size for the wireless interface used in the implementation. topology. The chosen cluster head then competes with other

The same packets can, if Packet Aggregation is used, daster heads in the network to access the AP. When a link
transmitted in less time if it is assumed that all packets at@ the AP is established the aggregated packets will then be
ready in the transmission buffer before aggregation. This sent and after a successful transmission the cluster hdhd wi
also shown in Fig. 1. respond to its own cluster with an ACK.

This Packet Aggregation scheme performs best in a scenarid\nother approach after forming the cluster is when each
where there is little interference on the wireless mediutre T device in a cluster undertake the role of the CH in the reserve
reason for this is that the time spent to transmit the aggeelgachannel access time, this means that the pending messdge wil
packet is larger than the non-aggregated which makes tha be aggregated by the cluster head, but instead eachedevic

Fig. 2. Two cooperative clusters contending to get the cabaccess to the
central Access Point.
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will send its own message when it has the token and onlEBEE 802.11 which typically only have one RF interface.
successful transmission it will pass the token to anotheicde The mechanisms of One4All will be used as inspiration for
within the cluster. In this approach the cluster head reservdeveloping a new Cooperative MAC protocol. The following
the channel in advance, knowing how many devices wantimgll describe the scenario of this protocol and point out
to transmit. Finally these two approaches can be combinethich features is needed to insure reliable communicatitim w
This approach may seem relevant in scenarios where somi@imum overhead.
device may decline the Packet Aggregation request from theThe scenario is similar to the one of One4All shown in
current cluster head and may wish to send its packet direckig. 2 where devices form clusters to relay data to the AP.
to the AP. In Fig. 3 the three approaches are shown. [7] When only one RF interface and one frequency is available,
each transmission will block others. Thus packets are not
A) relayed through the CH but transmitted directly to the AP.
ctation H|_| k ssregated asorgated asaregotes This approach will lead to bette_r performan_ce. o
The scenario of the cooperative protocol is shown in Fig. 4
AP m |5 Block |H| where devices are connected in clusters (dashed lineshand t
data flow is going directly to the AP (solid lines).
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The clustering of devices will not be investigated in this
paper. It is assumed that the clusters are created and inca fixe
D. Fairness in the protocols state, i.e. no devices are entering or leaving a cluster. The

Even though CSMA/CA should introduce fair sharing of thfollowmg despnbes the evgnts Fhat oceurs in the netvvodgun
ﬁqe assumption of saturation, i.e. all devices have a paoket

medium among the cgntendmg dgwces, this IS not necessaly 1y trer immediately after transmitting the previous.
the case for a practical scenario. In a static setup where

the locations of the devices and the AP is relatively fixed,

some devices might experience better channel conditias ' RTS/CTS Handshake

others, leading to unfair sharing of the medium. This can The devices in the cluster have packets ready for trans-
be seen whenever a collision in therory should occur, whemgssion and they must enter a contention state to access the
the device with better channel condition will get the mediunmedium. The CH is responsible for negotiating with the AP. It
without collision. This unfairness will eventually be wereed will try to perform the RTS/CTS handshake as in CSMA/CA
for Packet Aggregation since the medium is obtained fowt like Packet Aggregation the RTS packet must tell how
longer periods. On the contrary the cooperative approagtany packets or how long time the medium must be reserved
One4All is likely to offer a fair access to the medium dudor. Upon successful reception of an RTS, the AP replies with
to the token ring approach, which will be elaborated further CTS and the CH has access to the medium. Each device

in the next section. in the cluster must also know this and rather than having the
cluster head telling them, they can just overhear the CT$ sen
I1l. COOPERATIVEMAC DESIGN from the AP.

The One4All approach does not apply for direct implemen- o
tation in this project of the OpenSensor hardware platforfy Data Transmission
only features one RF interface. Furthermore it is decidedFor simplicity the cluster head will be the first to transmit
to focus on protocol types that applies to devices runnirigllowed by the remaining devices in a token ring fashion.



The CH now needs to pass on the token to another device.
This can be done by sending a packet to the new device, but
is more efficient to just overhear the transmission of thé las
one and in this way determine when it is time to transmit. An
even more efficient approach is to make the token passing time
based, i.e. when the CTS is received by the cluster nodes, the
will take turns in a TDMA like fashion. This can save energy
by letting the node enter sleep mode and not using energy on
receiving packets from others, but it requires a fixed lerggth
data packets and a way for the node to know its own priority in
the token ring. The TDMA token ring is used in Cooperative
MAC and is illustrated in Fig. 3 B).

Another advantage is that nodes are not dependent on
hearing the transmission from the previous one to initiate
its own transmission. This way the token passing is not
jeopardized by interference or bit errors. Fig. 5.

C. ACK

When the packets are received by the AP, ACK must be
sent to acknowledge each packet. This can be done either
by individual ACK to the devices after each packet or by
a common block ACK to the cluster following the last data
packet. The last approach is the obvious choice as it will
minimize overhead. This is used in both Packet Aggregation
and One4Aill.

IV. IMPLEMENTATION

. . . .Fig. 6. The testbed for the implementation of the MAC protocdien
The implementation of the Cooperative MAC protocol @Sengensors are mounted in eac% rack. P

done on the OpenSensor v3.0 [5] platform provided by Aal-
borg University. This section contains a short descriptdn
the platform and the parameters used in the implementatiBn Parameters

i.e. timing, packet sizes and data rate. To implement and analyze the protocols on the OpenSensor

hardware some parameters needs to be defined. The parameters
A. Testbed for the MAC Investigations in Table | are chosen based on measurements performed on

_ _ the sensor board.
Each OpenSensor board contains a microprocessor, commu-

nication module and power supply. All of this is contained in
a box typically about the same size as a mobile phone. _ _
o RS-232 interface which can be used for serial communi- The protocols have been implemented using the parameters
. . : of Table I. The measurements have been obtained by the AP by

cation with the device

Microchip dsPIC30E3013 microprocessor for controllin logging the data packets of each device in the network. Ierord
¢ P P 90 analyze the performance of the the implemented protpcols

V. NUMERICAL RESULTS

the device ome assumptions have been made. These assumptions are that
e 22.1 MHz oscillator as external clock source for th P . L . P
dsPIC e network must consist of contending devices and each

device has a new packet ready immediately after a success-
ful transmission. Based on these assumptions the following
L5:)_erformance metrics are described.

« PICkit2 programmer interface

« Bluetooth module (optional)

« NRF905 (Nordic Semiconductor) transceiver for comm
nicating via the ISM band, 433 MHz, 50 kbit/s

« Loop antenna for the RF transceiver A. Performance Metrics
« Programmable LED _ Throughput is defined asthe ratio between the average
« Easy connecter for external /O equipment time for a successful transmission in an interval and the

The OpenSensor v3.0 platform can be seen in Fig. 5 hyerage length between two consecutive transmissions.
itself and in Fig. 6, where ten devices are mounted on aAs described in [3] to calculate the throughput of the
rack. The total testbed consists of five racks and a starmeal@rotocol it is assumed that each transmission is a renewal
OpenSensor as AP. process for both successful and non-successful trangmsssi



Notation Value

nRF overhead 58 bits

Header 3 bytes + nRF overhead
Payload 28 bytes

ACK 4 bytes + nRF overhead
RTS 4 bytes + nRF overhead
CTS 4 bytes + nRF overhead

Max no. of stations 50
W - Init window size | 32
m - Backoff stages 2

Slot time 1ms
SIFS 1ms
DIFS 4 ms
Channel Bit Rate 50 kbit/s
Aggregation level 4 packets
Cluster size 4 devices
TABLE |

Implementation parameters for the protocols
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Fig. 8.  Analytical model of the throughput of Packet Aggrégatand
Cooperative MAC extended up to 100 devices.

thus it is possible to calculate the saturated throughpu in

single renewal interval between two consecutive trangomss

The saturated throughput is defined in [3] d%e limit

reached by the system throughput as the offered load ineseas
This corresponds to the assumption that all devices have ¢

packet ready for transmission immediately after the previo
packet is sent.

Channel access delay is defined &@ke time it takes when

a frame is generated and ready for transmission until the
medium can be accessed meaning that the device can stal

to transmit the frame.

From the moment where the frame is ready the device

needs to contend with other devices and back-off and re
if there is collision or the medium is busy.
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Fig. 9. Channel access delay of the CSMA/CA, Packet Aggimgatnd

From [3], [4] and [7] the equations to derive saturatedooperative MAC protocols

throughput and channel access delay are used to verify

the

measured results obtained from the implementation. Thesat can be seen that the saturated throughput for CSMA/CA
analytical results are compared with the results from the low because only one packet is sent after each contention

implementation in Fig. 7 and 9.
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Fig. 7. Throughput of the CSMA/CA, Packet Aggregation and@ative
MAC protocols

period. Both Packet Aggregation and Cooperative MAC have
great improvement in throughput compared to CSMA/CA.
Packet Aggregation and the cooperative protocol are trans-
mitting the same amount of data packets in a given period of
time except that the packets are split between devices in the
cooperative case. The reason for Cooperative MAC having
slightly lower throughput than Packet Aggregation for a low
number of devices is that the contention period is less ceowd
when the number of clusters is small (approximately < 4)
because only CHs are contending. This introduces more idle
time per device in the system. As more clusters are intradiuce
the throughput of the Cooperative MAC will approach that of
Packet Aggregation and outperform it when the number of
devices is around 16 in case of cluster size and aggregation
level equal to four. This can be seen in Fig. 8, where it also ca
be seen that for larger cluster sizes the throughput ineseas

It is obvious that the throughput does not double with the
doubling of aggregation level / cluster size, but it seena th
there exists an upper bound for aggregation level / cluster s



where the throughput does not increase any further. Thisemait verifies the implementation. The results for channel asce
will not be investigated any further in this paper. delay in the implemented protocols fits the models up to 32

Cooperative MAC has a very low channel access delajvices. Further work will be carried out to determine the
which is far better than the channel access delay of Packeason for the deviations above 32 devices.
Aggregation and CSMA/CA. For the protocols, the analytical It can be concluded that for a scenario with static clusters
and practical results deviate slightly from each otheand minimal cluster maintenance the Cooperative MAC is
One reason for this deviation between the analytical aadgood solution to ensure fair access to the medium, high
practical results is explained in the following: During thesaturated throughput and low channel access delay at the
implementation and test of the system it was observed tlsame time. On the other hand the CSMA/CA and Packet
some devices received CTS packets with wrong addresgegregation schemes might perform better in a scenarioavher
after sending RTS packets. This occurred regularly on soriteis not possible to maintain a clustered ad hoc network
devices, but there was always one device in the system whizly. where devices are frequently entering or leaving, due t
never received a wrong CTS packet. This phenomenon occlarger overhead introduced for maintenance. Furthernfwge t
when two or more devices send RTS at the same time. In tlaidoperative approach is much more suited for real time ¢raffi
case the RTS packets, which is transmitted with the sar@n Packet Aggregation, as the cooperative approach is not
power, should in theory collide and annihilate each othet, bdependent on the fact that a device needs multiple packets
one of the RTS packets is correctly received by the AP whidtself, but only packets within the cluster.
replies with a corresponding CTS. Hence the successful
device gets channel access where it was not supposed to,
which results in a lower average delay and better throughput REFERENCES
This observation shows how the channel conditions in _ . . . ,
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VI. DiscussiON ANDCONCLUSION

In this paper the protocols CSMA/CA, Packet Aggregation
and Cooperative MAC have been described and implemented
on the OpenSensor v.3.0 platform. The aim was to compare
the performance of the implementation to analytical models
regarding saturated throughput and channel access ddiay. T
results shows that aggregation of packets leads to higher
throughput as the contention is lower per packet. In our
measurements that corresponds with the analytical model,
we show that the Packet Aggregation and Cooperative MAC
were doubling the saturated throughput compared to stdndar
CSMAJ/CA. The cooperative approach has significantly more
saturated throughput than the standard CSMA/CA, but Packet
Aggregation performs slightly better from 4 to 16 devicekeT
analytical model shows that from 16 devices the Cooperative
MAC performs better.

The cooperative approach is outperforming both other ap-
proaches in terms of channel access delay. Compared to the
standard CSMA/CA approach and the Packet Aggregation, the
channel access delay for the cooperative approach is 1/6 and
1/12, respectively.

The results for saturated throughput obtained from the
implementation is equivalent to the analytical models dmubt



